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Background. The channel capacity and productivity assessments give a chance for system analysis principles development
in applied information theory for telecommunication. The central task in the bounds of proposed research is the study of
discrete communication channel (DCC) productivity.

Objective. The main task of current study is the analysis of discrete communication channel productivity through
identification of the regularities in reliability behavior of modulation multi-position keying signals. Integral productivity
assessment is the efficiency metric of communication channel resources usage.

Methods. Solving the main task of research generates bases on the finding the informational abilities of DCC. These
informational abilities of DCC are expressed by channel capacity and productivity per one bit of information. Finally, the
interdependence between channel capacity and productivity expressed via the information efficiency parameter 7. is the
integral productivity estimation for DCC. The case of multiposition keying with its varieties (QPSK, QAM-16, and QAM-64)
creates significantly bigger interest.

Results. The model of discrete information transfer system that includes source of discrete information, discrete
communication channel with noises, defined method of signal forming and method of transmitted signal processing is
proposed. The regularities of the channel capacity change and productivity of a discrete communication channel are
established.

Conclusions. The hypothesis of the existence of extremes (upper limits) performance of DCC in discrete information
transfer system without limitations on the received signals reliability is practically substantiated. Quantitative assessment to the
discrete communication channel capacity and productivity extrema are presented. For achieving required reliability is noise-
immunity coding as the recognized tool in the Shannon theory.
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Introduction

The traditional information theory indicators namely
channel capacity and noise-immunity are studied
peculiarly in current paper.

From one side, these indicators are functions of
energy parameter 4, which is applicable for transmitted
signals reliability research. From other side, the main
variable argument is the rate V.

Following proposed approach, the principal feature
becomes apparent for applied information theory: the
informational properties research of communication
channels by way of telecommunication systems
characteristics.

The main task of current study is analysis of discrete
communication  channel  productivity  through
identification of the regularities in reliability behavior
of modulation multi-position keying signals. Integral
productivity assessment is the efficiency metric of
communication channel resources usage.

Understanding and using the tool for right channel
capacity and productivity assessment gives a chance for
system analysis principles development in applied
information theory for telecommunication.

Model description and task statement

The model of discrete information transfer system
(DITS) is studied. The model includes:

- discrete information source that forms discrete
digits with rate Vs;

- extended discrete channel for information transfer
with interferences, which includes:

- coder on the transmission side, which forms coded
sequence of digits with rate Vo > Vg and source
compressing (anti-interference) coding type | that is
known at receiving side;

Scheme of discrete information transfer system is
shown on Fig. 1.

- discrete communication channel with given spatially-
power characteristics and known spectral density N, of
additive noise interference;

- information recipient, which register discrete digits
with rate Vg;

- modulator on the transmitting side, which forms
channel digits with keeping channel rate V¢ invariable.
Channel digits have a given forming method type m,
which is known in demodulator at receiving side. The
method type k& of signal processing is used to handle
signal from communication channel at receiving side;
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Elements of model have the
characteristics.

Discrete information source, that forms information
sequence, is characterized by internal entropy Hs and amount
of digits per time unit Vs. General information content that is

generated by information source per time unit:

following

The received information sequence B(?) which went
through extended DCIT with interferences, could be
different from source information sequence A4(%).

Conditional probability P (B |A) includes measure
of accordance for these information sequences. If B(7) #
A(t), then the error in the sequence is considered.

Iy=Hg -V . (1) Middle probability value of such event is Pe.
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Fig.1. Discrete information transfer system

Modulator is characterized by forming method type
m for channel digits with designated method of
manipulation for sequence X(z), and output speed of
digits V¢. Demodulator is characterized additionally by
coherent or incoherent method type & for processing
signal from communication channel.

The sequence Y(z) from demodulator output goes to
decoder input. The following statement is true is case of
errors in channel digits: Y (2) # X(¢). Then the middle
value of error probability p for channel digits from
binary symmetric channel without memory is estimated.

Discrete communication channel is characterized by
given spatially-power characteristics and known
additive noise interference spectral density N,.

The measure of information content that transmitted
through discrete communication channel (DCC) is the
reciprocal information 7 (X, ¥) for on channel digit.

Its volume depends on the probabilities p; of errored
or error-free receiving of channel digits.

Channel capacity C is the maximal average of
transmitted information / (X, Y), which can be
transferred in one channel digit:

C=maxl(X,Y)=mapr/ log(p,) -
p

Maximal information content that can be transferred

through DCC per time unit:

(@)

C,=maxI.=C-V.. 3)

The channel capacity C for binary symmetric
channel without memory under mean probability of
channel digit erroneous reception in accordance to (3) is
equal:

C=1-H(p), H(p)=~{plog(p)+ (1~ p)log(l - p)}(4)
where H(p) - entropy of random value, and has values p
and (1-p).

Random values are channel digits 1 or 0 that are
registered by demodulator correctly or incorrectly, and
have equal a priori appearance probabilities Po=P; =
0,5.

The statement (4) means channel informational
abilities  decreasing due to received results
indefiniteness of channel digits.

In accordance with the Shannon theorem, arbitrarily
small probability of error P, in discrete channel can be
achieved with using source compressing coding if
information content from source is lower than channel
capacity.

In the above notations is means that the following
condition should meet always:

H¢-R=H.<C(p), (5)
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where Hg * R - information content from a source
that is attributable to one channel digit.

Multiplying both parts of statement (5) to Ve, the
following is true from (3) with taking into account (5):

I, =Hg-R V. =1 =Hg-Vy <maxl.(p)=Cp(p)- (6)

The system productivity is the average amount of
transmitted information per time unit.
Therefore, the 7, in statement (6) is a measure of

DITS productivity, and by fixed value Hs such measure
could be Vs.

Thereby, if assume Hs =const, then it’s followed
from statement (11) that the condition for reaching
maximal rate of undistorted source digits transfer Vg
(P,—0) in system with given characteristics coincides
with condition of reaching maximal productivity 7 .

The Shannon limit should be supposed as the
Shannon’s channel capacity C, and maximal
information amount that could be transferred through
DCC per time unit Cp.

In this sense, the right part of statements (5) and (6)
can be regarded as the Shannon limit for DCC.

The peculiarity of its behavior is that the Shannon
limit can be moved in accordance with DCC parameters
changes, resulting in a change of p values.

The classical Shannon model that connected with
channel capacity analysis of DCC with interferences
does not consider the parameters of the transmission
system.

At the same, probability parameter p depends on
both spatial-energy characteristics of DCC (line length,
power radiation at al.) and forming / processing method
for channel digits [3].

The expression (3) for maximal information amount
Cp that could be transmitted through DCC per time
unit, has multiplicands in right part that have opposite
derivatives: the probability p grows with increasing Ve
value, and, as result, channel capacity C(p) decreases.
The final dependency behavior raises interest. The
research of Cj, dependency from rate Vc is the object of
task that is solved in [4].

The following expression defines the channel
capacity of DCC:

, p D
C,=V.-|logM+ (- pg)-log(l-ps)+ ps ~logM‘_1
where Ve — digits rate in channel, p, —error

probability in communication channel.
The central task in the bounds of proposed
research is study of DCC productivity.
Analytical presentation of DCC productivity in the
general case is the following:

R.=Vy-(+(1=p,)-log(l- p,)+ p,-logp, ) ®

where Vs — rate of information source, p, — bit error
probability that transmitted through the DCC.

The information source rate Vs is equal to bits flow
rate in channel Ve (Vg = V¢) when level of error-
correcting coding is not involved.

Introduction of redundancy at the error-correcting
coding stage causes Vg < V¢, but at the same time p*;, >
ps, where p’, — bit error probability before decoding; p,
— bit error probability after decoding.

It’s noteworthy that for BPSK in communication
chagnel without coding, metrics p, and p*;, are equal: p;
=p

For cases of multiposition keying (PSK-4 or QPSK,
QAM-M etc.) it’s needed to distinguish p,,p s 1 py: ps
>D b Do

The expression (8) should be replaced by (9) in case
of communication channel productivity analysis when
antinoise coding is disabled:

R, =logM -V, -(1+(l—p*b)-log(l—p*b)+p*b 'lng*h) 9)

Solving the main task of research generates the
derivative solution, which is connected with finding the
informational abilities of DCC. These informational
abilities of DCC are expressed by channel capacity and
productivity per one bit of information (respectively
expressions (10), (11)):

Py

M -1

(10)
B (logM+(1—ps)-log(1—ps)+ps'log )
C=

log M

R=(1+(1-p,)-log(l-p,)+p,-logp,) (1)

Finally, the interdependence between channel
capacity and productivity expressed via the information
efficiency parameter 7 is the integral productivity
estimation for DCC:

R, (12)

Ne =
Cp
or the same for the communication coding-free
channel:

R, (13)

Cp

Obviously, for the case of binary manipulation in
coding-free channel n, = 1.

The characteristics of channel capacity with binary
manipulation in coding-free channel are studied in
detail in [4].

Np =
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The case of multiposition keying with its varieties
(QPSK, QAM-16, and QAM-64) creates significantly
bigger interest.

Model implementation

The value of acceptable average error probability
Pacc for channel digits traditionally is the criterion of
maximal possible transfer rate in DCC:

maxV, =Ve(p,.) max

(14)

Selection of p,. is not associated usually with
analysis of transmitted information volume. Therefore,
achievement of (15) is just a consequence of approach
expressed in (12):

maXIC(pacc)=C(pacc)'1/(7(pacc) ‘ (15)

If the basis of analysis is the information volume
that transmitted through DITS, then it’s possible to
observe that expression (3) has contradictory trends of
changing maximum information volume C), transmitted
through DCC when Ve changes. So, Ve growth causes
decreasing of argument C{ p= f (V¢ )}. In other words,
the statement (4) can be expressed by functional:

Cp=Clp =1V} Ve =Cp(V)- (16)

Thereby, existence of Ve value is possible so that
indicator Cp reaches maximal value.

To use the expressions (7)...(11), let’s address to
formulas for assessment signals’ reliability with
multiposition keying. The following set of signals is
studied in paper: QPSK, QAM-16, QAM-64.

Analytical expressions that allow us to define
symbol pg and bit p*, error probabilities for proposed
set of multiposition keying types are presented below:

PSQPSK(hz)=§—l@(\/h—)—%®2(\/h—2) 17)

4 2
1
p,,QPSK(hz):E{l—CD( 2h? cos%ﬂ (18)

1

2(0l-—) & R
2y _ N M —u 19
Paw ()21 1-— 5 [ e (2

2k71
prAM(hz) = 21 " Psoam (20)

General argument of errors function pg and p, is the
energy parameter 4 in presented expressions
(17)...(20):

52 E. P a >

N, PN

ey

where Ec is the average signal energy in receiving
point

Pc — signal power in receiving point (W)

Ny - One-sided noise spectral density (W/Hz)

Py—noise power (W)

Ve—symbols rate in communication channel (Mbps)

Fe
o=— .
N, ~ universal energy factor [4]

At the same time, changing the dimension of
parameter o unambiguously brings to changing rate
dimension Ve without changing the 4’ value and
respective probability values.

Other significant argument in  expressions
(19)...(20) is parameter M — multiplication factor. At
that for studied multiposition keying types the M
parameter takes values:

— for QPSK — M=4;

— for QAM-16 — M=16;

— for QAM-64 —-M=64.

The dependency of symbol error pg and bit error p’,
from digits rate in channel V¢ is presented on Fig. 3 for
multiposition keying types QPSK, QAM-16, and QAM-
64.

(22)

Ps/Py

Ps QPSK
03 [T

P, QAM-64
L o
Pb QPSK
F 3

0.6

0.4 [P
—t

02

V, Mbps
0 10 20 30 40 30

Fig. 3. Changing the symbol and bit errors probability for
multiposition keying types QPSK, QAM-16, QAM-64

It’s shown on the Fig. 3 with predefined value a=32
ms™ that the difference between values ps and p*b is
growing when rates changing from 1 Mbps to 50 Mbps

P, QAM-16
L d

Pb QAM-16
Pb QAM-64
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and when signal multiposition level increasing. The
difference for QPSK is considerably smaller than for
QAM-16/64, what causes prerequisites for different
behavior of channel capacity Cj and productivity R), as
functions of respective arguments regarding (7) and (9).

The character of changing the channel capacity (Fig.
4) and channel productivity (Fig. 5) as functions of the
growing information transfer rate in channel V. under
specified keying set is shown below.

These dependencies are plotted based on the
expressions (7), (9), (17)...(19).

It’s shown on the Fig. 4 that the channel capacity C)
as a function of parameter V- has an extremum what
means exceeding tempo of decreasing the nonlinear
multiplier C = I— H(p) in expression (4) comparably to
linear growing of the V- in expression (7).

The proportion in channel capacity value
corresponds to initial multiposition keying factor
according to (22) under the initial transfer rate value Ve
=1 Mbps.

The signal QAM-16 keeps maximum informational
resource when digits transfer rate in channel Vc is
changing (growing). The QAM-64 signal reaches an
extremum of channel capacity earlier than signal QAM-
16, but with lower values. The informational saturation
of QPSK signal is slower, but QPSK has an advantage
in noise immunity.

C, Mbps

40

//;”

39 P

QPsK
| o |
QAM-16
-

0 10 20 30 40 30

V, Mbps

Fig. 4. The dynamics of channel capacity for QPSK,
QAM-16, QAM-64

The productivity dynamic R on Fig. 5 includes an
extremum when QAM-16 and QAM-64 are used, while
R extremum is not expressed when QPSK is used.

R, Mbps
30,
20) QPSK
[ 5]
QAM-16
-—e
QAM-64
ek
10
V, Mbps

] 10 20 30 40 50

Fig. 5. The dynamics of channel productivity for
QPSK, QAM-16, QAM-64

Development of central research task generates
regularities that are connected with changing specific
channel capacity and specific channel productivity,
which are defined per 1 bit of information in DCC ((9)-
(10)).

The dynamic of specific channel capacity is and
specific channel productivity for QPSK, QAM-16,
QAM-64 is shown on Fig. 6-7.

As shown on Fig. 6, informational resources of
QPSK signal and QAM-16 signal are almost equal per
one informational bit.

The dependencies on Fig. 7 and Fig. 8 correspond
the tendency that is shown on the Fig. 3 — decreasing of
noise immunity indicators hierarchy ps and p*b with
growing the multiposition keying factor M is
represented by corresponding decreasing of channel
capacity and channel productivity

QAM-64 (. Mbps
[ = 3 1

0.3

QPSK
0.6 QAM-16
-
QANM-64
'3

04

V, Mbps
0 10 20 30 40 50

Fig. 6. The dynamics of specific channel capacity
for QPSK, QAM-16, QAM-64
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Table 1
a (ms™) Multiposition V (Mbps) C(Mbps) V (Mbps) R (Mbps)
keying
50 QPSK 2,7 a 0,7 a - -
50 QAM-16 1,7 a 1,15 a 0,53 a 0,77 a
50 QAM-64 0,56 a 0,64 o 0,15a 0,38 a
32 QPSK 2,7 a 0,7 a - -
32 QAM-16 L,7a L15a 0,53 a 0,77 a
32 QAM-64 0,56 a 0,64 o 0,15 a 0,38 a
o
E» Mbps
QPSK
QAM16
* QAM-64
QPSK B‘I;;K
0.6 QA:;]\.’I—Iﬁ
QAM 64
02 | | . | V, Mbps
Fig. 8. The dynamics of channel efficiency usage for
V., Mbps

0 10 20 30 40 30

Fig. 7. The dynamics of specific channel
productivity for QPSK, QAM-16, QAM-64

The results of channel capacity and channel
productivity extrema calculation are combined in table
1.

The integrating factor of research is definition of
channel usage efficiency. So, the dynamic of changing
the signals informational efficiency in traditional and
reduced forms is shown on Fig. 8-9 (for specific
channel capacity and specific channel productivity).

The QPSK efficiency line is not matching the
traditional idea of changing the channel usage
informational efficiency because the m, values are
bigger than 1.

This is caused, from one side, by the fact that in
channel without coding the limitations in Shannon
theorem do not matter because not the task for reaching
the required probability is solving. From other side the
fact of exceeding by mp the value 1 physically
conditioned by insignificant difference of probabilities
ps and p’, (Fig. 3) when the analytical expressions (7)
and (9) are different.

QPSK, QAM-16, QAM-64

The straight line on Fig. 8 and Fig. 9 is presented for
BPSK signal for which the informational filling by
channel capacity and channel productivity are equal (C)

QPSK
| =
QAM-16
[ o
QAM-64
F
BPSK

“0 10 20 30 40 50

Fig. 9. The dynamics of channel efficiency for
QPSK, QAM-16, QAM-64
Review of derived results

The model of discrete information transfer system is
proposed that includes source of discrete information,
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discrete communication channel with noises, defined
method of signal forming and method of transmitted
signal processing.

The invariance of informational abilities values
representation relatively to o values is proposed in
tables 1-3.

As shown in table 2, the bit error probability in
enough big and using the extremum of channel capacity

is not constructive. At the same time, reasonable is
usage of channel productivity extrema, because
respective bit error probability potentially is liable to be
corrected by proper noise-immunity code.

Table 2
Multiposition keying type V (Mbps) C(Mbps) P N
QPSK 2,7 a 0,7 a 0,271 1,207
QAM-16 1,7 a 115 a 0,321 0,556
QAM-64 0,56 a 0,64 a 0,334 0,424
Table 3
Multiposition keying type V (Mbps) R (Mbps) Do Hp
QPSK - - - -
QAM-16 0,53 a 0,77 a 0,158 0,753
QAM-64 0,15a 0,38 a 0,126 0,732
Conclusions shown in traditional and normalized forms (for specific
) channel capacity and specific channel productivity).
1. The research of channel capacity and

productivity dependencies on Fig 5, 6 with different
multiposition keying signals shown existence of
extremum under respective energy circumstances in
channel. Using the QAM-16 and QAM-64 signals states
the existence of extremum, while the extremum of
productivity is not expressed for QPSK. It should be
noted that QAM-16 signals are more productive in the
extremum point when compare with extremum for
QAM-64 signal. It indicates the rationality of using the
QAM-64 signals in small-cells wireless systems (e.g.,
LTE) unlike QAM-16 signal that is fit for use in big-
cells wireless systems (e.g., UMTS).

2. The dynamic of dependencies on Fig. 7 and 8
corresponds the tendency that is shown on Fig. 3:
decreasing the indicators of noise-immunity pg and p’,
with growing multiposition keying factor M are
accompanied by respective decreasing of specific
channel capacity and productivity.

3. The integrating circumstance of study is
characteristic of channel efficiency usage. So, on the
Fig. 8-9 the signals informational efficiency dynamic is

The QPSK efficiency line is not matching the
traditional idea of changing the channel usage
informational efficiency because the m, values are
bigger than 1.

4. The factor of received signals reliability is not
considered when the conditions of channel productivity
maximum approximation to the channel -capacity
extremums are explored. The recognized tool in the
Shannon theory for achieving required reliability is
noise-immunity coding.

Research of the productivity maximum is a separate
task when the condition is defined to reach specified
information reliability.

References

1. Shannon C.E. Probability of Error for Optimal
Codes in a Gaussian Channel. — Bell System Tech. J. — 1959.

2. Gallager R.G. Information Theory and Reliable
Communication. — J. Wiley&Sons, Inc. — 1968.

3. Uryvsky L., Moshynska A. Research of the index
dynamics for the formula Shannon for discrete information
transmission. — Zvyazok, Ne 3, 2007. —c. 58-61.

4.




12 INFORMATION AND TELECOMMUNICATION SCIENCES VOLUME 6 NUMBER 2 JULY — DECEMBER 2015

5. Uryvsky L., Moshynska A The analysis of the OWD’2008, 18-21 October 2008, Poland, Gliwice., pp. 573-
transmission system productivity to discrete information 579.
near-by the border Shannon in the conditions of the real anti- Received in final form on November 20, 2015
interference coding // X International PhD Workshop

A.B. Mowuncoka
AHaJi3 NpOAYKTHBHOCTI CHCTeMH Nepegadi AuckpeTHol iHdopmanii modau3y rpanuui lllenHona

IpodaemaTuka. OLiHKa NPOMYCKHOT 3AaTHOCTI KaHaly i 1oro NpoayKTUBHOCTI PO3BHMBA€E MPUHLIUNU CUCTEMHOTO aHai3y
B obOmacti mpuxiamHoi Teopii iHpopmamii i TemekoMmyHikamiil. lleHTpambHVIM 3aBOaHHAM B paMKaX HPOTIOHOBAHOTO
JOCITIIKEHHS € BUBYEHHS TTPOLYKTUBHOCTI ANCKPETHOTO KaHaiy 3B13Ky (JIK3).

Meta pociigkeHb. ['0TOBHUM 3aBAAaHHAM JOCHIIKEHHS € aHai3 MPOIYKTHUBHOCTI JUCKPETHOTO KaHATy 3B'SI3KY IITIXOM
BHSIBJIEHHS 3aKOHOMIipHOCTEil B TIOBENiHII OaraTomo3nuiifHuX curHaiiB. [IponoHyeThCs OLliHKA iHTETpaibHOI MPOIYKTUBHOCTI
Ta e()eKTUBHOCTI BUKOPUCTAHHS PECypCy KaHaTy 3B'S3KY.

Metoanka peadizamii. PilueHHS ULEHTpaJbHOTO 3aBJAaHHA OCHOBaHE HA BHM3HAUEHHI iH(GOpMamiHHUX MOXKIMBOCTEH
JMCKPETHOTO KaHajly, AKi BUPaKeHi uepe3 MPOMyCKHY 3[aTHICTb Ta MpPOLYKTHBHICTb, MPUBEAEHUX Ha OAMH OiT mepenaHol
iHpopMmaii. [HTerpanbHOI OLIHKOK MPOAYKTUBHOCTI JHMCKPETHOTO KaHaly 3B’s3Ky € KoediuieHT iH(opmauiiiHOT
e(ekTuBHOCTI 1. binblnmii iHTepec mpencrarise BUMaaok Gararopa3zoBoi MaHimynsuii 3 ii pisHoBugamu: QPSK, QAM-16,
QAM-64.

Pe3yabTaTi AociaigkeHb. 3anporoHOBaHO MOJIeNb CUCTeMH mepenadi nuckpeTtHoi iHdopmauii (CIT/I), mo Brmouae
JUKepesio TMCKpeTHOI iH(popMarii, OUCKpeTHWH KaHaj 3B'I3Ky 3 TepeuKojamH, 3amaHuii crocidé ¢opmyBaHHsA i cnoci0
MOJANBII0T 0OpOOKM CHWTHAY, TIepelaHoro MO JiHil 3B'13Ky. BcTaHOBIEHO 3aKOHOMIPHOCTI 3MiHHM TPOMYCKHOI 3MaTHOCTI i
MPOIYKTUBHOCTI TMCKPETHOTO KaHAIY 3B'A3KY.

BucnoBku. [IpakTHuHO OOTPYHTOBAHO TiMOTE3y MPO ICHyBaHHSA €KCTpeMyMiB (MakcuMmyMiB) mponyktuBHocTi JIK3 B
CIIJI 6e3 oOmekeHb Ha AOCTOBIPHICTH MOBIIOMIIEHB, L0 MepeaalnThea. HamaHi KibKiCHI OLIHKM eKCTPeMyMIB MPOIMYCKHOT
3patHocTi ¥ poxyktuBHOCTI JIKC. Buznanum B Teopii LLleHHOHA iHCTpyMEHTOM 110110 3a0e3MeveHHs 3a1aH0i JOCTOBIpHOCTI
€ 3aBaJIOCTiliKe KOJIyBaHHS.

KouoBi ciioBa: teopist iHdopmalii; mpoayKTUBHICTB; MPOIYCKHA 3AaTHICTh; iHpOpMaliiiHa e()eKTHUBHICTb.

A.B. Mowiunckasn
AHaJIN3 NPOU3BOAUTELHOCTH CHCTEMbI MepeAaYH AMcKpeTHOo# nHdpopmaunu BOu3u rpanuubl lllennona

MpoéaemaTnka. OuLeHKa TNPOMYCKHON CIIOCOOHOCTH KaHala M €ro TNPOW3BOAWTENLHOCTH pa3BMBAaeT  MPHUHLMITBI
CHCTEMHOT'0 aHalln3a B 00J1aCTH NPUKIIATHON TeOpHH WHPOPMAIAKN IS TelleKoMMyHuKanuii. [leHTpanbpHoit 3amadeii B paMkax
Mpe/TaraéMoro NCciieI0BaHus SBISETCA N3ydeHNe PON3BOIUTENEHOCTH ANCKpeTHOTO KaHana cBsi3u (JIKC).

Leap uccnenoBanuii. ['MaBHOW 3amaueil McciaenoBaHUS SBJSETCS aHAU3 MPOU3BOAUTENILHOCTH JAMCKPETHOro KaHaja
CBA3M TNYTEM BbIABJEHUS 3aKOHOMEpPHOCTEl B TMOBEIEHWM MHOTOMO3UIMOHHBIX CcHUrHanoB. [Ipennaraercs oLeHKa
MHTETPAJbHOM MPOU3BOIUTENLHOCTH M 3()(DEeKTUBHOCTH UCTIONB30BAHMS pecypca KaHalla CBA3M.

MeToauka peajqu3auuu. PenieHre HEHTPabHOTO 3aJaHUsl OCHOBAHO Ha OTNpeelieHnH HHPOPMAIMOHHBIX BO3MOKHOCTEN
JUCKPETHOTO KaHajla, KOTOPbIe BbIPaXKE€Hbl M3-332 MPOMYCKHONW CIOCOOHOCTH W MPOU3BOAMTENBHOCTH, MPUBEICHHBIX Ha OAMH
6ut mnepemaHHoi wuH(opMaumu. MHTErpanbHON OLIEHKOW NPOM3BOAWTENFHOCTH IUCKPETHOTO KaHAla CBA3M SIBISIETCS
KodpdumueHT wHPOpMAIMOHHON 3(dekTnBHOCTH 1) . Hambonpmuii WHTepec MpencTaBiseT ciaydail MHOTOKPaTHOMN
MaHUMyJIAUMU ¢ ee pazHoBuagHOCTAMU: QPSK, QAM-16, QAM-64.

Pe3ynbTaTsl HecaenoBanmii. [IpemiokeHa MoIenb CHCTEMEI Tiepenaun Auckpetnoi napopmarmu (CITIN), Brrouaromas
WCTOYHMK IWCKPETHOW MH(pOpMALM, TUCKPETHBIM KaHal CBSI3M C NMOMEXaMH, 3alaHHbIi crocob6 ¢opmupoBaHus U crocod
nocnexyonei o0paboTKM CHWrHama, TEpeaaBaeMoro IO JIMHUM CBSI3W. YCTAHOBJIEHBI 3aKOHOMEPHOCTH M3MEHEHHUS
MPOMYCKHOH CMOCOOHOCTH M MPOW3BOIUTENBHOCTH AWCKPETHOrO KaHaja CBS3M MpPU HM3MEHEHUHM €ro 3HepreTHYecKHUX
napamMeTpoB.

BoiBoabl. [IpakTuueckn o00CHOBaHa TUMOTE3a O CYLIECTBOBAHMM IKCTPEMYMOB (MaKCHMYMOB) MPOM3BOIUTENbHOCTH
JOKC B CII[IM 6e3 orpaHuueHuil Ha TOCTOBEPHOCTh MepeaaBaeMbIX cooOiieHuil. [IpencTaBieHbl KONMYeCTBEHHbIE OLIEHKU
3KCTPEMYMOB TpoIyckHOH crnocobHocTn W mpousoautenbHocTu JKC. IlpusHanHeM B Teopun llIeHHOHa MHCTPYMEHTOM
11 obecriedeHns 3a1aHHOM JOCTOBEPHOCTH SIBJISIETCS TOMEXO0YCTOYMBOE KOIUPOBaHME.

KioueBbie cioBa: Teopust WHGOpPManWy; TPOWU3BOIUTENBHOCTD; IMPOIYCKHAs CMOCOOHOCTh; HWH(OpMannoHHas
3((HheKTUBHOCTD.



