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Today LTE functional units are implemented on saftevand hardware that limits its scalability. Mareg all information

flows tied to the network operator topology to sitehere are special network equipment for traféiarding and to monitor
QoS. The usage of network functions virtualizatiam help to replace a specialized network devicthersoftware that runs
on general-purpose processors. Thus, it can rechsts through the application of ready-made serfegrthe implementation
of new network functionality. In the article the tined of distribution of EPC functions between tlotivee network equipment
and cloud infrastructure, which is used for compata Also algorithm of interaction of network elents at client connects to
the network is proposed. This will increase tha&iBidity and productivity of the process provisiservices mobile broadband.

Introduction alization of IP Multimedia Subsystem as a platfdhat
provides services in the EPC and other batch damain

The transformation of today’s networking infra- : . : ;
y d can also be considered as an object of virtuatindf].

structure into a more robust, cost-effective soluthat
supports rapid innovation includes two key elements Network Functions Virtualization
the first, the move away from customized, propriety in Evolved Packet Corearea
hardware platforms to lower-cost, industry-standard
platforms with features that support communicationa$S
functions and, the second, the transition to sofwa
driven network architecture [1].

EPC virtualization has the potential to revolutzani
the classical functional architecture of mobilewweks
[4].

The architecture of the Evolved Packet Core (EP
is the last of the core network architecture fdiudar
systems and this architecture includes examplexbf ble
work functions such as MME (Mobility Managementrun
Entity), S / P-GW (Serving / Packet Gateway) artd ot
ers.

In IP Multimedia Subsystem (IMS), which is ses
sion control architecture for supporting multimedi
services via supply EPC and other networks based
IP, network functions examples include P-CSCF (ro ure investment [5].

Call Session Control Function), S-CSCF (Servind Cal' ) yhe virtualized architecture of the EPC, thedpr

Session Control Function), and others. HSS (Honlf'ct functions of the IP Mobile Core can be decoredos
Subscriber Server) and PCRF (Policy and Chargi 0 virtualized sub-functions that are hosted pdi-i

Ru!es Function) are other network f“”C“OF‘S In 3GIDvidual virtual machines. Different virtual machitypes
V.Vh".:h are necessary to com_plete_ the grchltectme-fu are defined to perform different virtual sub-fuocti
tioning and to provide in conjunction with the ER@d tasks

IMS full service. Similarly, online and offline cirging According to [6] the virtualization of EPC archite

system (OCS and OFCS) are the_ systems that captfe, approach must support different aspects:
billing records as part of the session managememt ¢~ The EPC network functions have a cloud-

nection. . X
: L o optimized architecture that takes full advantage of
Core of mobile networks EPC with virtualization OfNFV/SDN architectures:

Mobility Management Entity (MME), Serving Gateway — , geqapility, to provide maximum operator flexibil

(.SGW)' Packet Data Net\/\{ork Gateway .(PGV.V) fuany in deploying virtualization EPC functions inré¢ge or
tions can be one of the objects of virtualizatigirtu-

In [3] Network Functions Virtualization is defined
a network architecture concept that aims tctoam
the way that network operators architect networks b
evolving standard software virtualization relateght-
nologies to consolidate many network equipmentgype
onto industry standard high volume servers, swéche
nd storage, which could be located in a varietpeif
ork nodes and in end user premises.
Software mobile core will help to create more iflex
services and radically change the infrastrecand
ctioning of networks. Network virtualization ex-
pected to offer key advantages, such as operatsusal
tainability with improved connectivity for densetda
traffic and during natural disasters, as well aghe
@vent of hardware failure. It also will accelerdgiv-
QR/ of new services and drive more efficient infinas-
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small increments wherever and whenever they atiens (NFs) interconnected by supporting netwofkain
needed; structure. These network functions can be impleetknt

» Capacity support for mobile broadband servicas a single operator network or interwork betwedn d
with the same level of performance to meet end-usirent operator networks. The underlying netwonkctu
experience expectations; tion behaviour contributes to the behavior of tighbr-

» Network availability and reliability that is a®gd level service. Hence, the network service behavi®ar
or better than that provided by the existing packee, combination of the behaviour of its constituentdun
thanks to new protection schemes; tional block, which can include individual NFs, I$ets

« Common operations management of the netwodnd/or the infrastructure network. Fig. 1 showsidas
functions across the virtualized and physical EPC. layout of this approach.

For the mobile core, the expected benefits ofuvirt
alization are:

* Improved operational efficiency: NFV infrastruc-
ture will deliver some operational efficienciesdabgh Network Funetion (NF) Forwarding Graph
reduced network costs and simplified operations.

* Optimized network configuration and/or topology | ] / : F F : f ; /
| End | _j En /

End-to-end network service

through performance monitoring: automated virtua |- ' F-=------ S e s M L e
- .. L. . . | PomtA| 1 ] PomtB

machine connectivity and optimization can be predid | | -
through an SDN employing policy based routing. J

» Support for multi-tenancy: Multiple network func- I
tions can be configured on the same NFV infrastruc

( Infrastructure Infrastructure \ [ Infrastructure .‘

ture. ‘\\Nem otk | / \\Iem ork 2 \ Network ?

* Faster time-to-market for new services: cloud au —

tomation will speed delivery of new services.

» Targeted service introduction based on geography
or customer location. Today, most services require multiple functions. If
In the first instance, virtual EPC will tend to 8e- such functions are virtualized for network optintiaa,
ployed in parallel to the main production EPC arilil w you need to get them to work together in the easies

focus on machine-to-machine and customized entevay. It was difficult to implement without an orcte-
prise services. These types of services can hagafisp tion layer that supports NFV. Orchestration layelpk
traffic profiles that might benefit from a partianlEPC to integrate and use the network functions in tastb
configuration (and specifically, a virtual P-GW ¢ign way. The orchestration system leverages service tem
uration), and they provide an opportunity for opers. plates that define the automation workflow for vas

to experiment with a virtual core without puttingags- processes.

market services at risk [7]. NFV also can provide a new set of operations man-

The deployment of a virtual EPC and associatexbement requirements in the area of orchestration.
service delivery require sophisticated orchestnatid The main question is what level of optimization is
the virtual resources inside the data center, a6 w achieve, which in turn depends on one factoherw
across as the physical mobile backhaul network. will be hosted virtualized functions. Optimization

Operators need a more flexible infrastructure thgeneral should be directed to the task of maingitihe
supports granular configuration and able to meekun required level of performance and quality of sevic
pected bursts of capacity requirements. Given the m(QoS).
bility of users and the load on the network dutiragns- In [9] is proposed that the NFV design will imple-
ferring permanent traffic, the network should resgppo ment one or more virtualized network functions, or
much faster than that in the general case allovstieg VNFs and this term means a virtualization of a roekw
current model of resource allocation [9]. function in a legacy non-virtualised network.

The idea is that the infrastructure must adapt re- A VNF can be composed of multiple internal com-
sources and performance to the needs of applisatiggpnents and by itself does not automatically prewad
and bursts of user’s activity. usable product or service to the provider's custeme

With the right (in each case) organization ofuatt To build more complex services, the notion of savi
ization infrastructure can more accurately resptmd chaining is used, where multiple VNFs are usedein s
changes in demand: server becomes scaling unit.  quence to deliver a service. Fig. 2 shows the @géner

According to [9] a network service can be viewedcheme of resources virtualization with NFV usage
architecturally as a forwarding graph of NetworknBu which proposes in [9].

Fig.1 Graph representation of an end-to-end netsankice
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NS Orcneseation. well as all other resources. Virtualized Infrastune
Managers orchestrate resource requests acrosplaulti
- O58/8SS 1 B sites and layers of functionality.
| e — One of the aspects of proposed EPC components
‘ virtualization is replacement of real IP Edge dewigth
R NS | ”s_f code executing on virtualized platform [10-15]
o | o ’ﬁ = Fig. 3 shows the basic scheme of the EPC.
|
2 | ,"ss:@

Fig.2 Network Functions Virtualization scheme
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Cloud infrastructures that assume using virtual mg 1 ]l [Sew'ing] ( Prlm )

chines (VMs) provide methods to enhance resourq Y JLTE-UuleNOdeB J' 51U |Gateway | syss |Gateway| 5o
availability and usage by means of orchestratiod ar |
management mechanisms, applicable to the automauc
instantiation of virtual appliances in the netwaid,the _ _
management of resources by assigning virtual apim ~~ MME is a control node, which passes through all

to the correct CPU core, memory and interfaceshéo the signaling traffic between the UE and the Coet-N
re-initialization of failed VMs, to snapshot VM sta WOrk (CN). Protocols which are used to transmittauin

and the migration of VMs. traffic between UE and CN, known as NAS (Non-
Virtual network functions range from mobile deAccess Stratum). The functions performed by MME,

ployments, where mobile gateways (e.g. SGW, PGWivided into the following two sets:

etc.) and related functions (e.g. MME, HLR (Home Lo * Flow Control (Bearer Management);

cation Register), PCRF (Policy and Charging Rules * Manage Connections (Connection Manage-

Function), etc.) are deployed as VNFs, to deploymerinent); .

with “virtual” customer premise equipment (CPE}+u All IE packets that are tra.nsmltted to the UE trans

neling gateways (e.g. VPN gateways), firewallspplia mitted via the S-GW, which is an anc_hor for theadat

cation level gateways and filters. It should be mudlows when the UE moves between different base sta-

quicker to integrate new Virtualized Network Fupos tions (eNodeB). In addition, S-GW stores all thioin

into the OSS because there is no need for the @sgnation about the streams UE, when the UE is in idle

deal with any hardware management functions. mode (idle mode). S-GW also temporarily stores the
Since each VM works in isolation and is independeflata sent to the UE, while MME starts a paging gsec

of other VMs, they don’t impact on performance ogo Of UE, in order to create a stream (radio chanfuel)

another. These VMs can be configured dynamical§ending data to the UE.

Operator's IP
services (e.g.
IMS, PSS etc.)

Fig. 3 Basic scheme of the EPC

(links, network topology etc.) as per required citga  Besides the above functions, SGW also provides
and traffic pattern. some administrative functions in the visited networ
For example, collection if information for the acod
Approach to Evolved Packet Core write-oﬁs.p

virtualization The functions of PGW unit contain allocation of an

The main idea that we propose, is to use a certd® address for the UE, monitoring of QoS parameters
amount of VNF managers at Evolved Packet core viand implementation of write-downs on the accounts
tualization approach to provide operational conibl based on a set of rules derived from the PCRF. P-GW
the point of virtualized functions allocation ineth also provides filtering of the incoming IP packéts
framework of general scheme and the factor of ertavarious client streams with a specific set of Qaam-
level of centralization during resources virtudiiaa. eters at the same time using TFT (Traffic Flow Tem-

For automated orchestration to work, essentiallylates).
everything that in the past was configured manually Serving Gateway and Packet Data Network Gate-
must now be made into machine-readable descriptigraty categories of nodes can be split into two iestit
formats. the control plane and data plane functions. Thiespl

The cloud infrastructure uses the descriptions prenable moving the control plane functions i.e. SGW-
vided by the tenant to orchestrate virtual netwaaks Ctrl and PGW-Ctrl onto centralized cloud platfor.
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VNF Managers will serve multiple VNFs running on  When the dynamic reconfiguration of a virtual net-
each virtual machine and will be responsible forFVNwork function is the fault of failure or overloaditiv
lifecycle management (e.g. insantiation, updat@rygu automatic or manual control mode, the movement con-
scaling, termination). Fig. 4 shows proposed apgroa trolled sessions and/or compounds should be handled
appropriately to achieve the desired technicallalg
................................................ ity and reliability of service.

I Method of L TE functional units organization
manager | with EPC virtualization

PCRF — functional element in the communication
networks of the 3GPP group recommended networks,
whose main function is to implement policies of cus
tomer service, such as enabling/disabling servares
set parameters of quality of service (Qo0S), i.be t
application of certain rules to useful information
flows. Furthermore, the functional element PCRF es-
tablishes a charging rule according to various ¢ond
tions such as user profile settings, time of dagation
of the subscriber, the traffic volume and others.

Fig.4 EPC virtualization with several VNF managers Today, the PCRF functions are implemented in
software and hardware infrastructure, which liniiss

. According to Fig.4 network operation in generakca|apility. Thus all information flows are tied toe
will be based on several servers or data centess. Wperator network topology, because for providirag-tr
propose to organize SGW/PGW and MME functions ofic counting and service quality control, all ofetin-
different data centers complexes. _ formation flows must interact with PCRF block. That

~ We propose that in virtualized EPC and IMS VirtUis why the appearance of the concept of software-
alized S/P-GW PDN work through PDN connectiogjefined networking and network functions virtuatiza
and IMS communication session, respectively. Iteragjgn (SDN and NFV) made possible to improve the
tion of network functions units provides by Sta’warfunctioning of PCRF unit.

interfaces (s6a for MME — HSS interaction, s11 for Tpe proposed method involves the virtualization of
MME — S/P-GW and s5 for different S/P-GW units)some PCRF functions, which lies in the fact that a
Network operation is shown in Fig. 5. number of functions implemented on the basis of vir
The proposed approach makes it possible to s@le {lla| machines hosted in the cloud. It is thus fiesi
S/P-GW and the MME network functions independently scajing of the PCRF during deploying a network with
accordance with their own resource requirementseko ot the need for some real physical server capacity

Entlty  Base Station
(elodeB)

ample, a situation may arise when itis neceseangtease  organization of interaction of PCRF virtual ma-
the resources in the user plane resources witfi@atiag  chines with nodes of communication network is & tas
the control plane and vice versa. worthy of special attention. An important issuethis

distribution of functions between virtual PCRF and
other functional elements of the 3GPP system which
passed through a flow of information.

Functional nodes that interact with PCRF serve a
certain segment of the network, respectively, we pr
posed to organize virtualization nodes responditle
a segment on one “cloud” server to optimize unit in
teraction. To optimize the management functional
units controllers serving different segments of the
network will be organized on separate virtual ma-
chines. Exactly controller nodes of PCRF functional
elements will interact with other elements of opera
tor’s server architecture.

Consider the functional elements and interfaces
that interact with PCRF.

Fig. 5. Interaction of network functions units The first element, PCRF (Policy and Charging En-
forcement Function) — a functional element in the
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3GPP communication networks, which carries out the SGW-Control element, in turn, provides the fol-
use of PCC-law received from the PCRF, to a pasewing functions: "anchor" point for handover be-
through traffic. It performs billing of traffic IOCS / tween different access networks standards LTE / LTE
OFCS tariffication system of mobile operator. and LTE / UMTS (F4) and processing functionality of
This component as a PGW functional unit imposeBBERF (F5).
in cloud infrastructure. Interaction of PCEF cloud Interaction with PCRF node is performed by
component composed with PGW-Control with PCREGW-Control (as in the case of PGW-Control), but by
will be carried out by Gx-interface that uses Digene the Gxx interface. The interaction between the comp
and designed to provide service data on the imptemenents SGW-Control and SGW-Data is carried out via
tation of Flow Based Charging - FBC billing ruléd. s5.
this interface PCEF sends to the PCRF information There are also a number of nodes, which function-
that necessary for making PCC-decision: the célder ality we propose to locate in the cloud (with thei-d
information on the location and time zone in whiclsion of servers by the network segment). Among them
the user, IP address of the device that is being are the following:
cessed, the channel parameters, and others. e TDF (Traffic Detection Function) (F6) is a func-
On a real physical hardware will work variant oftional element in the 3GPP communication networks,
«thin client» of PGW — PGW-Data — whose task isvhich provides the definition of the traffic of ¢&in
traffic filtering and application of the rules deming applications and notifications about him PCRF. De-
on the instructions received from PGW-Control. tate pending on the received rules, shall pass thiicriad
action of client and cloud realization of PGW imple the subscriber, redirect this traffic and provide t
ment on s5 interface. speed limit. Interacts with the PCRF on Sd intezfac
Packet filtering for users and lawful interceptionwhich is used to install ADC (Application Detection
of traffic (we denote this set of features as F§ a and Control) Rules for management of traffic parame
made on the PGW «thin client», in cloud infrastructers of specific applications.
ture transfer functional of distribution of the parf « UDR (User Data Repository) (F7) is a functional
IP addresses for the user devices UE (F2). element that provides storage of user data. Interac
Appointment of PCC-rules which transmitted be-with the PCRF on Ud interface, which is used to
tween network PCRF and PCEF units is separatioget/change user profiles, which contain information
physical data stream (IP-CAN) on logical sessiongbout the services available to the subscriber, and
SDF (Service Data Flow), determination for whichother QoS parameters required for making PCC-
applications and services related traffic, prowdin decisions. Also Ud interface is used to subscribeé a

QoS parameters and information for charging. Thergeceive notifications of changes to the subscrijiyer
are two types of PCC-rules: dynamic PCC-rules thaile.

are transmitted from PCRF to PCEF through the Gxe« AF (App”cation Function) (F8) is a functional el-

interface and pre-defined rules in the PCEF. Presment that provides a description of the data fedw

defined rules can be activated by PCRF, or by thgervice and provides informing about required re-

PCEF. sources for different services. Interacts with B@RF
Next reviewed element that will be virtualized isgn Rx interface.

BBERF (Bearer Binding and Event Reporting Funcs OCS (Online Charging System) (F9) is a credit
tion). This is functional element in the 3GPP commucontrol server in real time, which provides billing
nication networks, which provides notification of services, controls the balance of the subscriber
PCRF about session establishment with sendingrcallthaintains information about the charge and debit of
ID and other parameters for correct determinatibn ahe subscriber's balance, applies discounts, counts
QoS-rules of services. Functionality of the comptne the volume of consumed services. It interacts with
will be transfer in the cloud infrastructure asatmf the PCRF on Sy interface, which is used for ac-
functional unit SGW-Control. counting of the volume of consumed services and
«Thin client» SGW-Data will perform the follow- the notification of overcoming thresholds meters
ing functions: routing of the base packet trafficda from OCS to PCRF. Besides PCRF, OCS interacts

intercept of packet traffic (F3), and the functibo& \ith PCEF on Gy interface, which implements the
"anchor” points (association point) of traffic foand-  service charge.

over between base stations NodeB inside one accessfig. 6 shows the proposed scheme of functional
network in coverage area of the base stations decomodes (functions marked in red are virtualizedhe t
ing to a set of rules and regulations (F4) derifrech  “cloud" infrastructure).

the «cloud» server part SGW-Control.
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| | : Virtualized Infrastructure Managers can orchestrate
resource requests across multiple sites and laféusic-
tionality, using SDN controllers to create virtuegtwork

External IP netwarks

e connections derived from the provided descriptions.

] IP packets addressed to the UE, tunneled (GTP-U/
- g e oo UDP/IP) in the area between the PGW-Control and the
= | eNO(_jeB (S1 interfaces and S5/S8) for sgbsequem-tra

-y mission to the UE. The protocol stack in the area b
— Control flow | | SGW-Ctrl POW-Cerl tween the UE and eNodeB includes: PDCP (Packet Data
F2. F5, F6, F7. F8, F3 Convergence Protocol), RLC (Radio Link Control) and

SN e Vinualized platform MAC (Medium Access Control) sub-levels.
Fig. 6. Organization of functional network nodes

O e e P e

| | | \_ | %

i : i : :
5 S1AP: 1 i i i
; i i : SUDS1Setn | { | i i
i £ : Successful ] i ! i i
| . a i i | | | | |
i i i i : i i i i
1 ' 1 1 ! H | i i
: ' ! 5 IiialUE Attach i i i i
2 + ! |
: ! . . = i Autin etz Request !
i . ' 4 : . S1APDL-NAS Trangport+ ; ‘ - i
¢ FEC DL Info Transfer + NAS: Authentiation Regueat 5 : NAS; Auihn Request i I i Authn. Deta Fesmnse i
LRRC: UL Info, Transfer + NAS - Auhertization Response. o1 i i T —— : i ! i
= - L INT0 IFans1er 3 ] i I A
E : : ; NAS Authn. Resporse : 3 i i
i i H H i i J i i
B g ER, B S1APDLMAS Transport | g H
. < : 2 AL ! i
!r= MAS: Securty Mode Command : g 7 Security Mode Command _: : : ' :
i S Sectaty Wode COMDIEE _ ; ' S1APLL Transfer + NAS, ! ! : ! i
== LB R ey ! I H i
E : ; ; Security Mode Complete : i : :
; i i i i i | i i
i 1 i i ! i ! i i
i ! : : ! i ! i i
i i i i 0 i ! i i
d i 5 5 0 1 i i
: i i i : ‘ ‘ ‘ Update ocation !
i i i i i i ingert BubsorberDaty | j
1 i i i |‘ i | l 1
H : : : : b b m&ﬂﬁuﬁmﬂﬂﬂaﬁ_ﬂi&,i
! i f f ¥ i Lipdiste [ocation Ack i i
! ! ! ! h i i i i
0 ! 0 0 i_GTP: Create Session, | i i i
: ! i ! ; L Create Gession Request o - i i
: i i i : Request " Prosy Binding Upatg ;
i ! '« Session Response 'y S1AP:Initial i j i — i
] : « ] !
i : i * : ; Contest Setwp Response i ! ; :
I.EBCJS.SEIJ[II}LMMB_Cnmmanﬂ—; H : Request : i i i i
I i | { | I
i . i i i ! i !
i i i i i i
i i i ! i !
i i i i ! i i
i 8 : i i i i i i i
«BRC Connection Re-configuration Request i i b i | i
i i i i i i l i
i i H H B i l 1 i
i q S i i i : i : i i
:_EBC_Cnnnmmn.Ee_mnImumn.Bssnnni&, : : AP i : i ! !
i i i i Setup Response i i : i i
1 ' 1 i ! i i 1 1
i i i i 1 { i i
! 2 : : 5149, DL-NAS Transport_; } | i i
- DL-Info Transfer 5! R i i i ! i i
] ] ; I I
LL-Infts Tramster ’: : : : : ‘ : :
i ! i i 187 LILNAS Transpor ) ; : ; ;
i ; ] I
' | ! ! | | | i i
1 B 1 | i i ] ]
: : Uplink Data Flow : 1 GTP; Motify Bearer Relquest ! i i
| ‘ : : ; i | i i
! ! ] ] GTP: Mpdifv Bearer Response | : : :
i i i 1 I l i i
g 0N Dt Eloi , , | 1 ! !
' ' : 1 i i

Virtualized platform

Fig. 7. Diagram of control messaging during clieah-
nection to the network



44 INFORMATION AND TELECOMMUNICATION SCIENCES VOLUMES NUMBER 1 JANUARY— JUNE 2015

Organization connection to virtualized platform in- 6. Gets a profile of the subscriber services.

cludes different access methods, but it is geryeeadt 7. Subscribes to the notification of profile’s chan
cepted APl Web-services. Many of them implementeds.
on the principles of REST or Virtual Protocol Irden- 8. PCRF makes the PCC-decision of the possibility

nect (VPI), which means the object-oriented schem®f providing services to the subscriber, and withatv
developed over HTTP (using HTTP as a transport) ajuality parameters. It generates PCC-rules which is

IPSec. sent to PCEF on Gx interface. This is the formatbn
Thetransfer of control messages Eliar_ne':e(r]I CdCA t(CfrelzadCit-CCor?trol-Answer) response with
in virtualized EPC € Incluged set o “rules.

9. With the response of PCEF establishes credit

During the interaction of the components of thecontrol session with OCS on Gy interface using mes-
LTE network we are talking about logical channelssaging of Diameter CCR / CCA.

that provide services to medium access control MAC 10.PCRF authorizes the installation of IP-CAN ses-
(Medium Access Control) protocol within the frame-sjon and sends a response notification to SGitrol
work of LTE. The logical channels according to thegnd PGW-Control.

type of transmitted information are divided intgikcal 11. SGW-Control sends Initial Context Setup to
control channels or logical traffic channels. L@ic pGw-Data and Session Response to SGW-Data.
control channels are used for transmitting varisigs 12.Traffic flow (Service Data Flow) begins to flow
naling and data messages. According to the logic@etween the subscriber unit and external communica-
traffic channels transmit user data. tion networks.

The proposed approach to virtualization of EPC en- 13 After some time, the subscriber finished data
ables: firstly, to simplify the organization of tlagical  session and BBERF functional sends to the PCEF re-
channels, so as in the present variant of the reesu quest to break IP-CAN session.
organization is essentially exists only logicalffica 14.PCEF performs completion of Diameter sessions
channel UE-Base station — SGW-Data — PGW-Datagn PCRF on Gx interface. Finalizing is also a mgssa
with output to packet network communication betweelng of Diameter CCR / CCA.
different parts of the network and the same logical 15 PCEF performs completion of Diameter sessions
control channel that uses access to packet-baged ngn OCS on Gy interface.
works for interaction with virtualized cloud araut .
ture; secondly, to unify equipment performs traffic Conclusion
tering (SGW and PGW) due to functional limitations; Key benefit of EPC virtualization that uses NFV
and thirdly, provides virtualized server backup dun expect is that several VMs can have different sarfew
tions. components running on virtualized infrastructurenc

Fig. 7 shows a diagram of the connection establisttal to NFV is the ability to compose different ViIEo
ing of the user device to the LTE network under therovide rich and flexible end-to-end services. Wik
proposed variant of the organization of resources.  adoption of NFV, multiple SGi functions can be dy-

In general, a sequence of interactions in a mobit@mically added to an end-to-end path through servi
network with proposed data virtualization can be dehaining.
scribed as follows: NFV usage will help consolidate network functions

1. The subscriber starts a data transmission sess@to economical, high-volume servers, switch aod-st
(RRC Connection Request). Data received from ti&ge, reducing time to market and costs for netvagrk
base station to virtualized MME unit (S1 Setup) andrators. Instead of having a separate black boedoh
base station starts UE Attach. network function, they become virtual appliances-ru

2. MME sends to HSS Authorization Data Requestiing on the same server platform.

3. In cloud virtualized infrastructure BBERF func-  Virtualization will give a readymade platform for
tional sends to PCEF a request to create a sefssionmigration of network elements and services to cloud
traffic (IP-CAN) (located on the same virtualizeldtp ~ Scalability and multitenancy capabilities on vittzed
form). platforms will enable easy rollouts, upgrades apera-

4. PCEF generates request on Gx interface, akdns.
sends it orPCRF Request is design to form Diameter ~ The concept that given in proposed approach can be
CCR (Credit-Control-Request) request informatioftirther extended for different category of netwett-
about the subscriber and the requested service. ments that implement control plane protocol ancgro

5. PCRF makes a request of the subscriber proffieires or traffic handling.
on Ud interface.
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