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ITERATIVE METHOD FOR BLIND EVALUATION
OF MIXED NOISE CHARACTERISTICSON IMAGES

Victoriya V. Abramova, Sergiy K. Abramov, VolodymWi. Lukin

National aerospace university “KhAl”, Kharkiv, Ukna

A new method for blind estimation of mixed noisegraeters is proposed. The method is based onitimgfinto a set of

cluster centers obtained from scatter-plot of la@iance and mean estimates. Improved estimafi@tuster centers is per-
formed on basis of fourth-order statistical momamalysis. The estimation results for the proposethod are compared to
the results for other known methods using images ffID2008 database. It is shown that the proposethod provides es-
timation accuracy comparable to the estimation l@mguof the method based on maximum likelihoodnestion of image and
noise characteristics (which is considered the ae®ing the existing methods). An advantage of cethod is that it is con-
siderably faster.

Introduction enced by a lot of factors that can be both inteamal
external with respect to an imaging system. Sarinf
Image is one of the most convenient and intuitivgation about noise characteristics is often a prior
forms of information presentation. That is why subknown and it should be extracted directly from a-pr
systems that perform image acquisition (formingd-p cessed image [4]. Since modern information systems
cessing and storage have become an inherent ihtegfi@ characterized by large amount of produced (fiata
part of most of modern information systems [1, 2].  example, hyperspectral remote sensing systemsecreat
The images obtained in such systems might be us§ghpshots consisting of hundreds or thousands compo
for several different purposes as visualizationpanat- nent images Corresponding to different Spectrahcha
ic analysis, retrieval of additional informationath nels [2]), that should be done in a blind (automati
might be interesting or useful for customers [2pr F manner.
example, one of trendy and promising tendencies in Gaussian additive model has been traditionally used
modern photographic systems is estimation of visugy describe noise on images obtained by opticafjinga
quality of the obtained image followed by givingiser sensors. Therefore, many blind methods for noise va
some recommendations on the feaS|b|I|ty of re-sihgot ance evaluation [4 — 6] were designed under ass';umpt
with other parameters or different perspective [1].  of this model. Later, it has been shown that naise
As it is seen, image quality assessment and, somgany real-life images has to be described by a more
times, image enhancement can be needed in many @mplex model, namely, by a mixture of signal-
plications at initial stages of image processinge®f jndependent and signal-dependent noise [7]. Faarrad
the main factors influencing image visual qualit/ iimages, noise model has a form of mixture of adeliti
noise that should be characterized by a set aéttal and multiplicative noise components [8] whilst xpti-
parameters (such as probability density functiarj-v cal and hyperspectral images a mixture of addiiue
ance, type if not additive, etc.). quasi-poisson noise components has been adopted [7]
Information about noise statistics is directly odii During recent decade, several methods for mixed
rectly taken into account in many non-referenceialis nojse characteristics’ evaluation have been dedigne
quality metrics [2]. Such information is also oftesed These methods can be divided into, at least, three
for setting filtering parameters in many noise reedo groups: methods operating in spatial domain [8, 9],
algorithms, for example, sigma-filter or for therfdy ~methods performing in spectral domain [6, 10], and
of DCT-based filters. Recently, a method for prédit methods based on maximum likelihood estimation of
of image filtering efficiency [3] was proposed thet image and noise characteristics [11]. Methods fiordb
lows estimating the feasibility of filtering a codered estimation of noise characteristics should satslyt of
image. To work correctly, this method needs infoidifferent and, often contradictory, requirementhieT
mation on noise type and characteristics. main of them are acceptable accuracy and high compu
Noise characteristics in images are usually influational efficiency (ability to operate in acceptihe
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limits). The methods that work in spatial and spEct considering such a noise is due to the fact thatptre-
domains are usually characterized by rather high-cosent in raw optical images including those obtaibgd
putational efficiency, but they often provide sigzant- home cameras and built-in mobile phone cameras with
ly biased estimates for highly textured imagestuim, which almost everyone deals in his/her everyday lif

the methods based on maximum likelihood estimation Whereas for many practical applications high perfor
of image and noise characteristics are able toigeov mance is one of the leading requirements, let aissfon
more accurate estimates for complex structure isiageoise evaluation methods working in spectral domain
but they require a lot of computations [11]. So; imAnother reason of choosing this group of metholigas
provement of existing methods for noise charadtesis to their ability to provide higher accuracy of esdtion
evaluation and designing of the new ones that et for highly textured images in comparison to thehuods

aforementioned requirements still remains topical.  operating in spatial domain.
Although most methods for estimating mixed noise
Statement of the resear ch problem parameters are based on curve fitting into a seplthé

or its “derivative” (e.g., a set of cluster cenjemoper-

The common approach to the mixed noise charactéies and accuracy of these methods depend upon many
istics evaluation is to get a scatter-plot of locafiance factors as how local estimates in blocks are obthiare
(standard deviation) and local mean estimates rdadai all image blocks taken into account or not, howinif is
for some set of image blocks, to fit a polynomiatve performed (using LMSE or robust fitting, weighted o
into it and to take parameters of the fitted polyial as non-weighted, in one or several iterations) andrsd_et
noise characteristics estimates. For the consideve® US, as a good example, consider the mixed noisacha
model in the form of mixture of signal-independanti teristics evaluation method described in [10]. Tiain
signal-dependent noise, a simple polynomial offtte¢  stages of this method are the following.
order (line) can be used [8]. In this case, the neder 1. Image is pre-segmented and homogeneous regions
polynomial coefficient (term) corresponds to thgnsi- are detected. For image pre-segmentation, the whetho
independent (additive) noise variance estimate thad [12] is used since it does not require a priorornfation
first order polynomial coefficient corresponds le tsig-  on noise type and statistics; the outcome of ththoake
nal-dependent noise parameter estimate. [12] is a pre-segmented image that usually has from

It should be noted that if an image is corruptedray five to fifteen levels. Then a discrimination mapab-
aforementioned mixture of additive and quasi-paissdained for the segmented image. This map discritetna
noise, line should be fitted into a scatter-ploloofl var- the blocks that can be considered quasi-homogeneous
iance and mean estimates as: from other ones that relate to edges and textuits w
6%% =6§+ leoqﬂ, (1) high probability. o L

2. Scatter-plot cluster centersg(c;ldc) (Ogjc is var-

where 6ﬁ,c is the noise variance estimate in the m-th _ -~ ) o
m iance estimate andg. is mean estimate within c-th

image block;? denotes the mean estimate in the m- . Lo .
g locm cluster) are estimated. The estimaig. is obtained as

. a2 . . ) )
th image block; 65 is additive noise componentmean of the corresponding cluster elements (poirits)
variance estimate;k denotes quasi-poisson noisere-segmentation. For obtaining th& . estimates, the

component gain estimate. method [5] is used. Briefl : :
: . . .. . y the idea of method igthe
II];.aIr.] |r?age IS d'Sthtrtd.[ed b% thle;\jrglxtgre Of. a;:l}tj;tam? following. For all image blocks belonging to homage
{nu 'Ip,lca; |Ive r|10|sg, Iting Sd ou F‘;j one in SH;C?' ous regions, the 2D DCT (Discrete Cosine Transform)
er-plot otlocal variance and squared mean esasat ., o ficients Dk, are calculated and grouped according

6%% =5§+65 D|§qn. (2) to spatial frequencies (defined by indices k anden,

A0 . _ _ _ .. for all high frequency coefficients, estimates efqen-
where &y, is relative variance estimate of multiplicativejje kurtosis coefficient (PCK) and median absoldee
noise component. viation (MAD) are obtained. The final variance psite

Since the only difference between methods for evats calculated as the squared median of MAD estisnate
uating the characteristics of mixed noise for thedels for spatial frequencies with PCK estimates withire t
(1) and (2) is in the scale along the horizontas,aall acceptable range, i.e. if coefficients distributisrclose
the mentioned methods for mixed noise charactesistito Gaussian.
evaluation may be tested for any of the considered 3. Through the found cluster centers, robust line
models (1) or (2). Therefore, further analysis vié# Y =a+ bX fitting is carried out and the determined
conducted for the noise model (1). Additional ietdrto
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parameters a and b are accepted as the estimaﬁ%s of ] ) )
N o _ ) ] The proposed mixed noise evaluation method also

least mean squares (DWLMSC) method with re- 1 |mage segmentation and cluster mean estimates
strictions imposed on non-negativity of both estesa - .
[9] (1¢c) obtaining;

Let us analyze performance of the method [10]. Re- 2 Cluster variance estimate§3) obtaining using
call that for performance analysis it is expedignana-
the method [25];

lyze a set of images that have different propeftesm- : - .

glexity, texture C(?ntent). One opportunitypto%isﬂs to _3. Line fitting through the obtained cluster_ centers
exploit images from TID2008 database [13]. Thisadat YS9 the DWLM.SC method. '_I'he cluster yvelghts are
base contains 25 noise-free color test images.€eTines calculated proportionally to the final c_luster Size

ages are of different complexity and can be diviodd For the method [10] considered in the previous sec-
three groups: low textured images (# 3, 4, 7, 9,210 tion, the scatte_r-plot clusf[e_r centers were S|gq|ftly
23), medium textured images (# 2, 6, 11, 12, 15176 biased from their true positions. This fact is nhaidue

18, 19, 21, 22, 24, 25) and highly textured images to the large number of abnormal local variance- esti
5, 8 1’3, 1'4). Avai,lability of noise-free color iges al’- mates (see Fig. 1) obtained in blocks belongingeb

lows getting 75 grayscale test images (R, G, anoiB- erogeneous areas (containing edges, textures, small
ponents of 25 color images), to add noise withredsi sized objects etc.) that have not been eliminatged b

statistics to them, and to apply the considereautbdisti- s_egmentation and homo.geneous regions _detection_ algo
mation methods rithms. That's why the image segmentation algorithm

Scatter-plots of local variance and mean estimatB8d _t_he homogeneous region detection method were
with marked cluster centers and two fitted linaset modified. . . .
(solid) and the line obtained using method [10}s () Fo_r each separate cluster_ln the image, the fofigwi
for two highly textured images (# 8 and 13) fron‘?lgor'thmpf datalpro_cgssmg IS proposed:

TID2008 database corrupted by mixed noise (k=1 1. An image is divided into overlapping blocks of

2 o . size 8x8 pixels.
05 = 30) are shown in Fig. 1. As it is seen, clustam-

ters estimates can be significantly biased witpeesto
their true positions. This essentially decreasaseigé culated. To avoid clipping effect, only the blockgh

accuracy of the method. Obviously, for improvinggpv 3p5< loc. < 225are taken into account in further pro-
all accuracy of the method, one way consists inifyod m

ing the procedure of obtaining cluster centerss Thine C€Ssing. A A
main goal of the present study. 3. Maximal o and minimal l,c . mean esti-

2. For each block, the mean estimaﬂ_ﬁ,%m are cal-

Description of the proposed method mates are determined.

700¢ a%cm )
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loc loc
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Fig. 1 Scatter-plots of local variance and meaimases with two fitted lines: true (solid) and thietained line using the meth-
od [10] (dashed) for images # 8 (a) and # 13 @nfiTID2008 database corrupted by mixed noise
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4. The range from minimal to maximal clustemoise variance estimate and the earlier obtainedenod
means Tiog  ...ligg, IS divided into n sub-intervals local variance estimates in spatial domdifyz s

(by default we propose to use n = 10), the blockh W taken as “preliminary” §5,/) noise variance estimate.

T|OCm within c-th (c=1,n) sub-interval are assumed to .2 )
Ocorr ~ O prel

7. If relative difference / Gﬁorroccurs

belong to the c-th cluster. .
to be larger than the predetermined thresholg (Tie

5. Cluster mean estimatég,; are calculated as av- rgcommended T 0.15), modified kurtosis estimates

erage intensity values within a cluster: are recalculated using “corrected” variance esgmat
~ = TIoc _I_Ioc i k = ﬁSpat/64
— _ \ max min Spaty, 4 corp
el ¢= llog, +(€—0,5) : m
> - ASpec/A4
At the second stage, to obta'ﬁr@cestimates, the Kspeg, Mgy, /O corr

method [14] is applied within each cluster. Briefhe 8. After that, conditions Rspah <Th, and
idea of this method is in the following. - ,
1. For all blocks referred to the c-th cluster, 2D DCTKSpeg, <Th ; are checked and the refined homogene-
is applied. ous regions map is obtained.
2. Fourth central momentﬁ(ipat, ﬂipec) and vari- 9. For blocks assumed homogeneous at step 8, the
m m method [5] is applied and the obtained noise esénsa
ance estimatesc“sépah, c“%pe%) are calculated in spa- taken as the “corrected” one while the previousr-‘co
tial and spectral (DCT) domains. recteql estlmati is taken as prellmlnaryd. Aftﬁ(;la
3. Modes of local variance estimates distributions iE]eaSS{gnment, the steps “7'9 are rep:eate “unt clae
g 2 _ Ive difference between “preliminary” and “corredte
spatial @5pay,,4,) @nd spectral §5peg, ,,) domains  estimates becomes less than.Th

are determined. For this purpose, the interquantile

method described in [4] is used. Resultsanalysis
4. Modified kurtosis estimates in spatial and spec-
tral domains are obtained as: Fig. 2 shows the scatter-plots of local variancd an
- _ [~Spat/~4 mean estimates obtained in homogeneous regions de-
KSpaPn _\/“4m /0 Spahod e’ tected according to the proposed method. Cluster ce
A _ [~Spec/Aa ters are marked by square markers, the true liselid
KSpeq,n -\/U4m /0 Spegode’ and line fitter through the marked cluster centisrs

dashed. The presented scatter-plots were obtawred f
highly textured images # 8 and 13 from TID2008 data

kSpe(Fnode’ respectively) are determined. base, true noise parameters are the following:1k =

2 _ .
5. A block is supposed to be homogeneous if botAa = 30- Comparing these scatter-plots to the ones pr
5 sented in Fig. 1, we can see that number of abriorma
conditions \/ﬁfpat/ ((%pa?no de[lkc) <Th, and (particularly excessive) local estimates is sigaifitly
m less and cluster centers are located closer tdrtiee
2 . . . =y
ASpec/(AZ ) < - lines. As a result, the obtained noise parameess:
\/u4m O8pegnoqe KC| < Thy are satisfied. Here ke mates are also less biased than for the method [10]
is a correction factor determined as: The noise characteristics estimates for all images
(K /R gzif K <K from TID2008 database are presented in Fig. 3. The
kc=J  “Pamode/ ™ SPenod SPefode™ " SP3hod  results are shown not only for the proposed metrat
- N PR A ;
(KSpeq'node/ K Spatogd*If K spagog SK  spegg e basis method [10], but also for two other mégho
. ) tr(lje percentile method [6] operating in spectral diom
and Th is a predetermined threshold (the recommende . S
. N and the method [11] based on maximum likelihood es-
value is Th = 2.3). S : : -
timation of image and noise characteristics. The tr
6. For the detected homogeneous blocks, the method. . .
. . g o noise parameters are shown by bold solid horizontal
[5] is applied and cluster variance estimé@,is ob- lines, dashed lines above the true line and undeei

tained. This estimate is taken as “correcteé‘go(r)

and the modes of these eStimatG%s;ﬁa;mde and
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Fig. 2 Scatter-plots of local variance and meaimeasés with two fitted lines: true (solid) and thigtained line using the pro-
posed method (dashed) for images # 8 (a) and 18ofh) TID2008 database corrupted by mixed noise

the borders of acceptable range of noise paramester In Table 1, we provide mean (median) noise parame-
timates. It has been shown [15] that for practicsd the ter estimates obtained by averaging (or medianrigd
relative noise characteristics estimation errousthe respectively) the results for all images from TID30
within the range -0.2...0.2 for both mixed noise comdatabase for each method. To assess how far thesval
ponents. Image indexes (DI) are plotted along e a of individual estimates are located from the avedag
scissa axis, for each index three noise paramster evalue standard deviation (STD) and median absalete
mates obtained for red, green and blue color compdation (MAD) estimates are presented as well.
nents, respectively, are shown. The results fdeint The method [6] provides very unstable results (see
methods are presented by curves with markers ef diig. 3): only a small part of estimates falls itie lim-
ferent shapes: square for the basic method [l@hgu- its, other estimates are significantly overestirdate
lar for the proposed method, diamond for the methathderestimated, some estimates are even negative.
[6] and round for the method [11]. Mean and median values of the processed (overahe d
As we can see, for all methods the estimates of sigbase) estimates are inside the acceptable réuge,
nal-dependent noise parameter are more accurate this is achieved mainly due to the fact that biadfethe
most all the estimates are within the acceptablgen estimates have opposite signs, so the STD and MAD
than the estimates of signal-independent noisenpara values for this method are relatively high.
ter (there are many biased, in particular, overestd According to data in Table 1, the accuracy of the
values). The reason of such phenomenon consists in method [10] is comparable to the method [6], wherei

Table 1. Averaged by TID2008 database mixed nasameter estimates for different methods

Method Estimate Mean STD Median MAD
~2
41.77 19.75 36.54 12.18
Method [10] 9%a
K 0.94 0.15 0.96 0.10
&2 32.78 10.53 31.47 7.26
Proposed a
K 0.998 0.107 0.997 0.071
~2
34.99 25.98 36.25 18.5
Method [6] %a
K 1.09 0.28 1.06 0.21
52 31.97 5.53 30.77 3.94
Method [11] %a
K 1.01 0.07 1.01 0.05




V. ABRAMOVA, S. ABRAMOV, V. LUKIN. ITERATIVE METHOD FOR BLIND EVALUATION 13

140

: ‘ —True
120 - "F - s A s s e s A e i e e e I~ ~ 7| —a—=Method [10]]
! '| == Proposed
|
|
|
|

100 - | —e—Method [6] |

P ) S S U Al R [ S S S S | =®=Method [11H

A | | | | |

|
|
50 : V.74 \PORRRN VA j YR AR
| . & <" iy .
407 4 ».L’J.zw'z e sk :.-fa"A:
20w '-,,-,, e ,f,f",',,‘_
| |
| |

0 —

20pb-- - - - - - - - - -- - -------l- -2 - - - -

-40 O L]

_ 1
60 17 18 19 20 21 22 23 24 25

: —True

: —a— Method [10]]
|

|

|

|

=¥ Proposed
—o— Method [6]
—— Method [11]

1.5F- - e A

5

(b)

Fig. 3 Scatter-plots of local variance and meaimasés with two approximation lines: true (soliddaobtained using pro-
posed method (dashed) for images # 8 (a) and 18ofh) TID2008 database corrupted by mixed noise

the method [6] demonstrates slightly better esiibnat smallest (see Table 1). Concerning the proposeti-met
accuracy for the additive noise component, butressed, analyzing data in Fig. 3 and Table 1 we cartisate

tially loses ink parameter estimation accurady.is it provides noticeably more accurate results injparn
worth saying that STD and MAD values are smaller fOn to the basic method [10]. For most “problematic
the method [10] that indicates higher stabilitesfima- images” for the method [10] images, the estimates o
tion results for this method. tained by the proposed method occur to be eithénen
The method [11] provides the best accuracy amofiiits or are essentially less biased. The resinis
the considered methods, although for some highty afable 1 also indicate the higher stability of estiion
medium textured images this method also provides égsults for the proposed method as its STD and AMO
timates outside the limits. In particular, for redd Vvalues are up to 1.5 times smaller in comparisotiéo
green components of highly textured image #13 af@rresponding values for the method [10].
blue component of medium textured image #19 the es- According to data presented in Fig. 3 and Tabted,
timate values are 1.4 times higher than the uppst | accuracy of the proposed method is comparableeo th
of the acceptable range, and more than 1.5 tinggeehi accuracy of the method [11]. Averaged estimatestia@d
than the true variance value (see Fig. 3). medians for the proposed method in all cases atieein
The mean estimates averaged for TID2008 datab#igsired limits, and STD and AMO of these estimates
(as well as their median) for this method in abesmare also small enough (see Table 1). It should be nitat
in the desired limits, and STD and AMO values &ee t the averagedk parameter estimate®r the proposed
methodin some cases are even closer to the correspond-
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ing true value than for the method [11], whereia 8TD 5. Image DCT coefficient statistics and their use linco
and AMO values are only slightly higher. noise variance estimation / D. Kurkin, V. Lukin, AMbramova,

It was noted earlier that the methods of the thirg- Abramov, B. Vozel, K. Chehdi // International rierence
group (to which the method [11] belongs), requige s on Mathematical Meth_ods in Electromagnetic The®dET
nificant computational costs, and, therefore, drarac- 2012 :;.harkov’ Ukraine, August 28-30, 2012. — Goafice
terized by low efficiency (time to process a singte ™ CeCIR TR Pl RSSO o,
age from TID2008 database. (one c_omponent of a CO@SIo.m, A. Buades, J. M. Morel // Acta Numeric.a. 612. Z
image) in Matlab programming environment On & CoMzg| 21, No 1. — P. 475-576.
puter with a dual-core processor at 2.5 GHz is &bou 7. Modeling and estimation of signal-dependent naise i
five minutes). Performance of the proposed metsa@ i hyperspectral  imagery / J. Meola, M. T. Eismann,
bit lower in comparison to the basic method [1Qf & R. L. Moses, J. N. Ash // Applied Optics. — 2011Vel. 50,
it has been shown, this method provides essentially 21. — P. 3829 — 3846.
higher estimation accuracy. In comparison to théhate 8. Filtering of radar images based on blind evaluatén
[11], the estimation accuracy of the proposed ntkilo noise characteristics / V.V. Lukin, N.N. Ponomarenk
slightly lower, but its computation efficiency iggsifi- ~S-K. Abramov, B. Vozel, K. Chehdi, J. Astola // Beedings
cantly higher (the process of obtaining noise patam ©f Image and Signal Processing for Remote Sensihg X
estimates for a single TID2008 database image st Cardiff, UK, Sept 2008, SPIE Vol. 7109. —12 p.

. . : 9. Abramov S. K. Taking into account physical con-
1 minute (in Matlab environment on the same CPU)). straints on regression line fitting in the taskbdihd mixed

noise variance evaluation on images /KSAbramov,
V. V. Zabrodina, V.V.Lukin // 20-th Internationatonf.

The blind mixed noise characteristics evaluatiothowe «Microwave equipment and telecommunication tecfnolo
is proposed. The main feature of the method istetus 91€S> (CriMiKo'2010), Sevastopol, September  13-17,

wise use of homogeneous regions detector based 2840. - vol. 2. = P. 1229 ~1230.

. > 10.Scatter-plot Based Estimation of Mixed Noise Param-
analysis of the fourth-order statistical momente plo- o< for  Remote Sensing Image Processing |/

posed method provides significantly higher estiomeBic- v/ v aApramova, S. K. Abramov, V. V. Lukin, B. Voge
curacy in comparison to other heuristic method€ufey k. Chehdi // Aviation in the XXI-st Century: Proatiegs of

of the proposed method is comparable to the agcwfac the 5-th World Congress, Kiev (Ukraine), 2012. —ei
the state-of-the-art method based on maximum Hikell 2012. - Vol. 2. — P. 3.7.56-3.7.60.

estimation of image and noise characteristics wieléor- 11.lmage Informative Maps for Component-wise
mance of the proposed method is several timeshighe ~ Estimating Parameters of Signal-Dependent Noise U4,

Despite a significant increase in accuracy, the oB- Vozel, V.Lukin, K. Chehdi // Journal of Electio

tained noise parameters estimates are still estyghiased 'maging. — 2013. — Vol. 22, No 1. - P.013 - 019.
mainly due to the image content influence. This dem Doi:10.1117/1.JE1.22.1.013019. I e
strates the need for further improvement of thehmgbt 12.Klaine, L. Unsupervised Variational Classification

. . Through Image Multi-Thresholding / L. Klaine, B. ¥al, K.
and that is what our future research will be desage Chehdi // 13th EUSIPCO Conference: Proc. of the donf.,

Antalya (Turkey), 4 — 8 Sept. 2005. — Antalya, 2605. 4 — 7.

Conclusions
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