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Background. Modern synthetic aperture radar (SAR) systems are crucial for Earth observation, especially in conditions 
where traditional optical systems fail, such as low visibility or adverse weather. Continuous wave linearly frequency modulat-
ed (CW-LFM) signals are promising for their energy efficiency and simplified hardware implementation, but they present 
significant signal processing challenges, including phase coherence preservation and spectral artifacts removal. 

Objective. The study aims to develop and simulate a structural model of a compact SAR system based on CW-LFM sig-
nals, with a focus on improving image quality through advanced signal processing algorithms, specifically the use of decorrela-
tion techniques for reference signals. 

Methods. The study involves a mathematical formulation of radar imaging processes, development of a simulation model 
based on the proposed structural scheme, and implementation of signal processing operations such as quadrature detection, 
discrete Fourier transforms, and digital filtering. A new decorrelation method for reference signals is introduced and evaluated 
against classical approaches using various image quality metrics. 

Results. Simulation results show that the proposed decorrelation technique improves image quality metrics, including 
SSIM, PSNR, and NCC. The method helps reduce speckle size and enhances image resolution. Artifacts caused by spectrum 
limitations were effectively suppressed using weighting functions. Quantitative evaluations using both real and artificially 
generated radar images confirmed the advantage of the proposed method over classical techniques. 

Conclusions. The developed simulation model and signal processing improvements demonstrate the feasibility and effec-
tiveness of using decorrelation-enhanced CW-LFM SAR systems for high-resolution radar imaging. The results can support 
further research and practical implementations in compact airborne and unmanned platforms for civil and defence applications. 
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Introduction 
 

In the modern system of the Earth remote sensing con-
siderable attention is paid to the development of radars 
with a synthetic aperture (SAR), capable to form high-
quality images regardless of weather conditions or illumi-
nation of the area. A particularly relevant task is the crea-
tion of small-sized SARs intended for use on unmanned 
platforms, which significantly expands the possibilities of 
applying technologies in the civil and defence spheres [1-
3]. 

One of the promising approaches is the use of continu-
ous linearly frequency modulated (CW-LFM) signals, 
which provide high energy efficiency, reduce the require-
ments for pulsed signal generation and simplify the hard-
ware implementation of systems [4]. Despite the men-
tioned advantages, CW-LFM SAR is accompanied by 
several complex tasks: preserving phase coherence, mini-
mising additive noise, synchronising digital paths and 
implementing optimal real-time signal processing. 

A few studies [5-9] prove the effectiveness of statisti-
cal signal processing methods, in particular decorrelation 
and matched filtering methods, which allow improving the 

accuracy of reconstruction of spatial characteristics of the 
scene. However, there are still unresolved issues that limit 
the quality of operation of such systems, in particular: 
adaptive formation of reference signals taking into account 
the geometry of the aperture; elimination of spectral arti-
facts after decorrelation processing; improvement of re-
sistance to low signal-to-noise ratio; effective digital im-
plementation of convolution and filtering algorithms. To 
solve these problems, it is advisable to perform simulation 
modelling of various algorithms and probing signals. 

In view of the above, the relevance of the study lies in 
the development and modelling of the structural scheme of 
a CW-LFM SAR, which ensures an optimal algorithm of 
radar imaging, stochastic structure of the complex scatter-
ing coefficient of the measurement object, measurement 
geometry, probability density of internal receiver noise 
and the parameters of probing signals. 

 
Structural diagram of CW-LFM SAR 

 
Based on an analysis of contemporary literature [1-

5, 8, 9] and the results of the authors' development of 
optimal algorithms for processing spatio-temporal sig-
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nals [6, 7], it follows that the general process of radar 
imaging can be described by two equations: 
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where ( ) ( ) ( )ru t s t n t   is the observation equation to 
be processed in the optimal algorithm. Equation (3) 
consists of an additive mixture of the useful signal and 
internal receiver noise. Equations (1) and (2) also in-
clude the following components: 0

1, , ( , )uW t t x y 
   is 

the inverse correlation function, 0( , , )s t x y  is a unit use-
ful signal that would be received by the antenna from a 
single point on the surface with coordinates ( , )x y  and a 

unit reflection coefficient, 0 ( , )x y  is the effective 
scattering area of the surface or the ideal radar image of 
the surface, 0ˆ ( , )x y  is an estimate of the radar image 
of the surface, distorted by the uncertainty function 

2
1 1( , , , )x y x y  of the system. 

The first equation represents the basic operations 
that must be performed on ( )u t  to obtain an estimate of 
the radar image of the surface. The second equation 
describes the physics of the process of forming a radar 
image of the surface and indicates that the estimate 

0ˆ ( , )x y  is a convolution of the real image with the 
uncertainty function of the system. The estimates in (1) 
and (2) are not identical, since the first equation con-
tains an unaveraged residual of internal noise. To obtain 
equality between (1) and (2) in practice, raw radar im-
ages are additionally filtered using digital filters [10, 
11]. The authors of this work have already developed a 
simulation model based on algorithm (2). In this study, 
the main focus is on modelling based on the mathemati-
cal operations in (1). 

To specify the main operations in (1), it is necessary 
to define the unit useful signal 0( , , )s t x y  model. For 
CW-LFM SAR we have 
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where A  is the constant amplitude of the probing sig-
nal, 02e j f t  is the carrier oscillation at frequency 0f , 

0( )R y  is the slant range, c  is the propagation speed of 
electromagnetic waves, V  is the speed of rectilinear 
motion of the carrier, ( )P Pt iT   is the rectangular 
pulse determining the length of one period of the FM 
signal, PT  is the period of the sawtooth function of 
frequency change, i  is the modulation period number, 

( )s Pt iT k t     is the rectangular pulse determining 
the duration of a part of the FM signal within one peri-
od and having a constant frequency value, t  is the 
time interval during which the signal frequency does 
not change, k  is the pulse number of ( )s  , 

max 0( )

p

F f
T




  is the slope of the sawtooth frequency 

variation function, max 0( )F f  is the frequency devia-
tion, maxF  is the maximum frequency that the FM 
modulated signal can take. 

Substituting (3) into (1) a structural diagram of an 
airborne radar for radar imaging using CW-LFM sig-
nals was developed. This diagram is presented in Fig. 1. 

The radar operates as follows. A CW-LFM signal is 
generated in the probe signal generator, which is then 
converted into electromagnetic waves by antenna A1 
for transmission toward the surface being investigated. 
Part of the signal is fed into the receiving channel via a 
directional coupler, creating a reference high-frequency 
coherent signal. Electromagnetic waves reflected from 
the surface are received by antenna A2 and converted 
into a received signal. The first optimal processing op-
eration consists of quadrature detection of the received 
signals, or, in other words, multiplying the time-delayed 
emitted signal and its quadrature component by the 
received signal, which is performed in an IQ mixer. At 
the output of the IQ mixer, we will have direct and 
quadrature signals at an intermediate frequency.  

The next optimal operation is to determine the dis-
crete Fourier transform by range in the DFT block. 
However, there is no need to determine all possible 
ranges from 0 to infinity; it is better to limit ourselves to 
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the actual conditions of the experiment and determine 
the minimum and maximum ranges. The defined range 
of distances is proportional to the range of difference 
frequencies, so to simplify the requirements for the 
analog-to-digital converter (ADC block), a bandpass 
filter is installed after the multiplier. After quadrature 
detection, the signals sequentially pass through a Band-
pass filter, an ADC, and a DFT calculation device. At 
the DFT output, for each of the components, we have a 
two-dimensional process that varies in time and range 
coordinate.  

Further processing is performed in time and imple-
ments the synthesis of the antenna aperture in azimuth. 
To do this, the entire data array is divided into range 
rows, and in the Discrete convolution block, each row is 
convolved with a reference low-frequency function, 

which is generated in the Reference low-frequency 
function bank block and decorrelated in the Inverse 
filter. The square of the modulus is determined based 
on the convolution result. After convolving each row of 
the array at the output of the Discrete convolution block 
and determining the square of the modulus from the 
resulting array, we obtain a primary radar image, which 
requires averaging over the ensemble of realisations. 
Since it is impossible to fly over the same area multiple 
times in most practical tasks, it is necessary to imple-
ment an analogue of averaging over the ensemble of 
realisations – digital filtering with certain windows. 
There are many filtering methods, and their analysis is 
given in [12-15]. The filtering result is fed to the Stor-
age or display block.  

 

 
Fig. 1 - Block diagram of an airborne radar system for surface imaging using CW-LFM signals 

 
Simulation model for radar imaging al-

gorithms approbation 
 

A simulation model for the developed radar block 
diagram is shown in Fig. 2. All experiments were im-
plemented in MATLAB R2022a. Computations were 
CPU-only (16 GB RAM, 3200 MT/s). Each cycle pro-
cessed ~781 MB of data and took 40 minutes of wall-
clock time. The model contains almost all the main 
operations of optimal signal processing from the pro-
posed radar block diagram. The only addition is the 
operation of forming a test ideal complex surface scat-
tering coefficient ( , )F x y , which is theoretically white 

Gaussian noise with zero mathematical expectation and 
the following correlation function 
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where   is the sign of statistical averaging over the 
ensemble of realisations (mathematical expectation). It 
is impossible to generate a realisation ( , )F x y  with an 
infinite spectrum on a computer, so the following dis-
crete model was chosen 
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  0, 0,5 ( , ) ( , )i i i i i iF x y x y x y    
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where  Re r   and  Im r   are spatial delta-
correlated processes with unit spectral power density, 

0 ( , )i ix y  is a discrete ideal radar image of the surface. 
 

 
 

Fig. 2 – Simulation model of airborne radar surface imaging using CW-LFM signals 
 

Analysis of simulation modelling results 
 

In this paper, the SAR raw signal processing is per-
formed in the two-dimensional frequency domain using 
the Omega-k algorithm, which consists of general fo-

cusing and differential focusing, and from this point 
onward this algorithm is considered as classical [16]. 
The test radar image and the results of its restoration by 
classical and synthesised methods are shown in Fig. 3.  
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а 

 
b 

 
c 

Fig. 3 - Radar images of the surface: a - ideal test im-
age, b - obtained by the classical method, c - obtained 

with the decorrelation operation 

According to the results of qualitative analysis of the 
obtained images, it follows that the proposed new opti-
mal operation of decorrelation of the reference signal 
does not distort the result, and the proposed algorithm is 
workable. To assess the quantitative indicators, metrics 
of image quality comparison with the reference were 
used. Let us consider these metrics in more detail. 

The Average Difference (AD) metric calculates the 
average difference between the pixels of the reference 
and distorted image. This is a simple metric that 
measures the average deviation. The AD metric is a 
well-known basic metric in image processing, often 
mentioned in the literature on image quality assessment 
as a simple statistical characteristic [17]. 

The Feature Similarity Extended (FSE) metric uses the 
division of the image into regions (edges, textures, flat) 
and calculates a similarity index based on SSIM (Structur-
al Similarity Index) for each region with subsequent 
weighting. This is an extended metric that takes into ac-
count the features of the image content. It is not a standard 
metric from widely known publications, but similar ap-
proaches to image content analysis appear in works [18]. 
As a region-wise SSIM aggregate, FSE is sensitive to 
local degradations (defocus, sidelobes, speckle-induced 
contrast), so it can deviate from 1 even with high correla-
tion. 

Structural Similarity Index (SSIM) metric evaluates 
image quality based on brightness, contrast, and structural 
information. It uses a local window (Gaussian by default) 
and returns the mean value and a similarity map [19]. 
SSIM is local and drops with slight PSF, being win-
dow/scale-dependent, it is more sensitive than energy-
based measures.  

Normalised Cross-Correlation (NCC) measures the 
similarity between a reference and a distorted image by 
normalising the product of their pixel values by the sum of 
squares of the values of the reference image. A value close 
to 1 indicates high similarity. A classic metric in image 
processing [17], often used for image comparisons as a 
simple correlation measure. NCC is scale-invariant and 
tolerant to mild smoothing, so it often stays close 1. 

Noise Quality Measure (NQM) metric is a nonlinear 
weighted metric for estimating additive noise. It uses a 
log-cosine bank filter to decompose the image into fre-
quency bands, takes into account contrast thresholds and 
suprathreshold perceptual effects. The result is expressed 
in decibels [20]. 

Peak Signal-to-Noise Ratio (PSNR) is a metric that 
calculates the ratio of the maximum possible signal power 
to the noise power, expressed in decibels. It is based on the 
mean square error (MSE) between the reference and dis-
torted images. In the case of zero error (MSE = 0), a con-
ditional value of 99 dB is returned. This is a classic metric 
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widely used in image and signal processing. It is men-
tioned in the literature, for example, in [19]. 

The mean square error (MSE) between the reference 
and distorted images is one of the most common quality 
assessment metrics. A classic metric, described in [17]. 

The Structural Content (SC) metric calculates the ratio 
of the sum of squares of the pixel values of the reference 
image to the sum of squares of the values of the distorted 
image. It is used to estimate structural similarity based on 
signal energy values near 1 indicate energy match, not 
preservation quality of structure. It is mentioned as a sim-
ple metric in early works on image quality assessment 
[21].  

The SVD-Based Image Quality Measure (SVD IQA) 
image quality metric is based on the singular decomposi-
tion (SVD). It calculates a graphical (spatial) and numeri-
cal quality assessment by comparing the singular values of 
the blocks of the reference and distorted images. It is de-
scribed in detail in [22]. 

Visual information fit (VIF) metric evaluates image 
quality by comparing a reference and a distorted image. It 
uses a steerable pyramid for subband decomposition and a 
noise model to estimate the stored information. It returns a 
value in the range [0, 1], where 1 is perfect quality. VIF 
penalises high-frequency information loss, so it is sensi-
tive to defocus, sidelobe leakage, and speckle decorrela-
tion. The metric is given in [23].  

The result of calculating these metrics for the images 
obtained in Fig. 3 is shown in Table 1. 

 
Table 1. Quantitative indicators of the quality of radio 

image formation 
Name of the 
metric for 
comparing 

image quali-
ty with a 
standard 

Perfect 
test radar 

image 

Radar im-
age ob-

tained by 
the classi-
cal method 

Radar image 
obtained using 
the decorrela-
tion method 

AD 0 16.0394 16.3491 
FSE 1 0.3860 0.4673 

SSIM 1 0.5638 0.6262 
NCC 1 0.9887 0.9893 
NQM ∞ 13.6155 13.6268 
PSNR 99 19.0089 19.2281 
MSE 0 816.9412 776.7219 
SC 1 0.9016 0.9015 

SVD IQA 0 22.1278 22.4622 
VIF 1 0.2476 0.2541 

The small differences reported for the metrics –
NCC  40.9887  0.9893 6 10vs     and SC

 40.9016  0.9015 1 10vs     – fall within the ex-

pected numerical/estimation uncertainty of the pro-
cessing (finite-precision FFT, interpolation, registra-
tion). They are not statistically or practically significant 
and do not establish an advantage of one method over 
the other for this dataset. 

Based on the analysis of Table 1, the image formed with 
decorrelation outperforms the classical result across most 
metrics. These findings are preliminary and were obtained 
under a relatively high signal-to-noise ratio (SNR ≈ 20 dB). 
A rigorous quantification of azimuthal defocus and radio-
metric distortions, as well as geometric deformations in-
duced by phase errors due to nonuniform platform motion, 
warrants further investigation.. The gain in quality is not 
measured in hundreds of percent and not many times great-
er, but this approach is fruitful and requires further devel-
opment. Let us analyse the relative improvement in the 
quality of radar image restoration as a result of simulation 
modelling of the following uncertainty function 

 *
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For this purpose, Fig. 4 shows the spectrum of the ref-

erence signal in azimuth 
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 for one range 
and the spectrum of this signal after its decorrelation. 
From the given graphs, it follows that the optimal algo-
rithm increases the frequency components in the received 
signals that were suppressed by the spectrum of the prob-
ing signal. The degree of extraction of the suppressed 
spectral components depends on the signal-to-noise ratio. 
For the given spectrum and the radar image in Fig. 4, the 
signal-to-noise ratio was 20 dB. The given processing was 
performed in the spectrum and after applying the inverse 
Fourier transform in Fig. 5 and Fig. 6 for comparison, the 
reference signals for synthesising radio images in azimuth 
for the classical and new methods are given. As can be 
seen from the obtained graphs, significant amplitude emis-
sions appear at the beginning and end of the reference 
signal with decorrelation. The result of using such a refer-
ence signal is shown in Fig. 7.  

 
The vertical brightness band in the restored radar im-

age is associated precisely with artifacts in the reference 
signal. The appearance of such amplitude outliers is 
caused by the finite duration of the discrete real output 

signal. 

2
0
0

2 ( )
( )e

j f Vt x
R y с

 


 and the finiteness of the spectrum 
of this signal. To eliminate the above-mentioned short-
comings of real processing, a weighting function was 
applied, which significantly reduced the amplitude of the 
reference signal at its beginning and end, as shown in 
Fig. 8. The result of using the modified reference signal 
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with decorrelation was already demonstrated in Fig. 3, c. In this figure, it follows that artifacts are now absent.  
 

 
Fig. 4 - Amplitude spectra: blue line - reference signal for compression of radar measurements in azimuth with classical 

processing, red line - reference signal for compression of radar measurements in azimuth after inverse filtering 

 
а 

 
b 

     
c 

Fig. 5 - Direct reference signal for compression of radio measurements by azimuth coordinate: a - classical method, 
b - new synthesised method 
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а 

 
b 

 
 c 

 

Fig. 6 - Quadrature reference signal for compression of radio measurements by azimuth coordinate: a - classical 
method, b - new synthesised method 

 

 
 

Fig. 7 - Example of a reconstructed radar image 
using a decorrelated reference signal with artifacts 

Having determined all the features of the formation 
of the reference signal with decorrelation, Fig. 9 shows 
the decoherence function of the radio vision radar sys-
tem in azimuth. The graphs display the result of calcu-
lating formula (6) in surface coordinates using the clas-
sical radio vision method and the method synthesised in 
this section using the decorrelation operation. Decorre-
lation was performed for a signal-to-noise ratio of 
20 dB. It follows from the obtained graphs that the 
decoherence function is twice as narrow when using the 
modified method, but also has twice as high side lobes. 
To reduce the influence of side lobes, it is possible to 
use more optimal and effective weight windows for the 
reference signal after decorrelation. In general, the ef-
fect of using decorrelating filters in processing can be 
estimated at 18-20% quality improvement, according to 
the analysis of the metrics given in Table 1.  

Let the measured spectrum be:  
 ( ) ( ) ( ) ( )Y f H f X f N f   (7) 
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where ( )X f  is the scene spectrum, ( )H f  is the sys-
tem/processing transfer function (including the reference 
function before decorrelation), and ( )N f is additive 

noise. An unregularized inverse filter 1( )
( )invG f

H f
  

produces:  

 ( )ˆ ( ) ( ) ( ) ( )
( )inv

N fX f G f Y f X f
H f

    (8) 

Hence the output-noise PSD is scaled by 21 / ( )H f  
near spectral notches of ( )H f  A regularized Wiener-
type inverse 
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ties the amount of spectral recovery directly to the local 
SNR /X NS S  at moderate-to-high SNR one has

1( )
( )regG f

H f
 , [16] so suppressed components are 

effectively recovered and the useful spectral support is 
broadened, whereas at low SNR the denominator in 

( )regG f  , preventing noise amplification. For implemen-
tation, an equivalent and convenient form is 
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estimated from pre-image noise or homogeneous fo-
cused patches, making decorrelation SNR-adaptive. As 
a whitening step, it reduces speckle and increases ENL 
at higher SNR [12, 15]. As in Fig. 9, main-lobe narrow-
ing raises sidelobes; suppress them with post-
decorrelation weighting (e.g., Kaiser/Hamming) tuned 
to the target PSLR/ISLR. 

 

 
а 

 
b 

 

Fig. 8 - Reference signals after their correction: a - direct, b – quadrature 
 
For the given simulation the test image was formed 

by converting a full-colour high-resolution optical satel-
lite image into a grayscale image. This approach is vis-
ual, but not entirely correct, because the optical image 
used already contained its own sensor noise, which can 
distort the analysis result. To assess the improvement of 
the quality of the proposed signal processing, a simula-

tion modelling of the process of forming radio images 
with an artificially synthesized test image in vector 
image processing packages was carried out. The test 
image and its restoration result by classical and synthe-
sised methods are shown in Fig. 10 and Fig. 11. Quality 
analysis according to the metrics already considered is 
given in Table. 2. 
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The results obtained in Table 2 confirm the fact of 
increasing the accuracy of radio image reconstruction 
when using the decorrelation operation. It should be 
noted that for an artificially created image, all metrics 
showed an increase in the quality of radar image for-
mation when using decorrelation. Another physical 
justification for the increase in accuracy is the fact that 
the decorrelation filter at high signal-to-noise ratios 
brings the received signal closer to white noise. In this 
case, the size of the speckles in the primary radar image 

decreases in width, and the number of these speckles 
within the secondary processing filter increases. As a 
result of the specified increase in the number of speck-
les, the averaging result becomes more effective, which 
is equivalent to increasing the resolution of the radar 
image. Confirmation of the presence of new infor-
mation in the primary radar image is the modulus of the 
difference between the primary radar image obtained by 
the classical method and the radar image formed with 
the decorrelated reference signal, shown in Fig. 12.  

 

 
 

Fig. 9 - SAR uncertainty function in azimuth coordinate: blue line - classical processing method, red line - pro-
cessing with decorrelation of the reference signal 

 
Table 2. Assessment of the quality of radio image restora-

tion using an artificially synthesised test image 
Name of the 
metric for 
comparing 

image quali-
ty with a 
standard 

Perfect 
test 

radar 
image 

Radar image 
obtained by 
the classical 

method 

Radar image 
obtained 
using the 

decorrelation 
method 

AD 0 7.2512 6.6965 
FSE 1 0.4608 0.5205 

SSIM 1 0.6859 0.7543 
NCC 1 0.9962 0.9967 
NQM ∞ 13.8524 14.0671 
PSNR 99 23.4973 24.1040 
MSE 0 290.6391 252.7452 
SC 1 0.9469 0.9517 

SVD IQA 0 21.3659 20.1114 
VIF 1 0.3211 0.3260 

 

 
 

Fig. 10 – An ideal artificially created test radar image of 
the surface 
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a 

 
b 

 

Fig. 11 - Radar images of the surface: a - obtained by the classical method, b - obtained with the decorrelation op-
eration 

 

 
 

Fig. 12 - Difference modulus of primary radar images formed by the classical and synthesised new method 
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Павліков В.В., Жила С.С., Ковальчук Д.І., Колесніков Д.В., Сидоров Я.Д. 
Імітаційна модель методу формування зображень в радарах з безперервними лінійно-частотно модульова-

ними сигналами 
Національний аерокосмічний університет імені М. Є. Жуковського Харківський авіаційний інститут, Харків, Ук-

раїна 
 

Проблематика. Сучасні системи радарів із синтезованою апертурою (РСА) мають вирішальне значення для спо-
стереження за Землею, особливо в умовах, коли традиційні оптичні системи не справляються зі своїм завданням, на-
приклад, при поганій видимості або несприятливих погодних умовах. Безперервні сигнали з лінійною частотною мо-
дуляцією (Б-ЛЧМ сигнали) є перспективними завдяки своїй енергоефективності та спрощеній апаратній реалізації, але 
вони ставлять значні завдання в області обробки сигналів, включаючи збереження фазової когерентності та видалення 
спектральних артефактів. 

Мета досліджень. Дослідження має на меті розробку та моделювання структурної моделі компактної системи РСА 
на основі Б-ЛЧМ сигналів, з акцентом на поліпшенні якості зображення за допомогою вдосконалених алгоритмів 
обробки сигналів, зокрема використання методів декореляції для опорних сигналів. 

Методика реалізації. Дослідження включає математичну формулювання процесів радіолокаційного зображення, 
розробку імітаційної моделі на основі запропонованої структурної схеми та реалізацію операцій обробки сигналів, 
таких як квадратурне виявлення, дискретні перетворення Фур'є та цифрове фільтрування. Впроваджено новий метод 
декореляції опорних сигналів, який оцінено порівняно з класичними підходами з використанням різних показників 
якості зображення. 

Результати досліджень. Результати моделювання показують, що запропонована техніка декореляції покращує по-
казники якості зображення, включаючи SSIM, PSNR і NCC. Цей метод допомагає зменшити розмір спекл і підвищити 
роздільну здатність зображення. Артефакти, спричинені обмеженнями спектра, були ефективно придушені за допомо-
гою функцій зважування. Кількісні оцінки з використанням як реальних, так і штучно створених радіолокаційних 
зображень підтвердили перевагу запропонованого методу над класичними техніками. 

Висновки. Розроблена модель симуляції та вдосконалення обробки сигналів демонструють доцільність та ефекти-
вність використання систем Б-ЛЧМ РСА з покращеною декореляцією для отримання радіолокаційних зображень з 
високою роздільною здатністю. Отримані результати можуть бути використані для подальших досліджень та практи-
чного застосування в компактних повітряних та безпілотних платформах для цивільних та оборонних цілей. 

Ключові слова: радар із синтезованою апертурою; Б-ЛЧМ сигнали; декореляція; імітаційна модель; показники 
якості зображення. 
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