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Background. With the exponential growth of the internet and an increasing number of VoIP (Voice over IP) deployments
arose a need to manage and scale the systems in terms of high availability and minimal downtime.

Objective. The purpose of the paper is to reveal methods of increasing the VoIP system’s availability. Main challenges
associated with the operation of VoIP systems are analysed, particularly the need to ensure service continuity, fault tolerance,
scalability and resource efficiency.

Methods. Increasing the availability of a VoIP system is based on the use of free software: Kamailio (SIP signalling
server), RTPengine (media traffic processing), Redis (in-memory database for storing RTP transactions), and Linux Ubuntu as
a host operating system.

Results. The implemented architecture reflects automatic failover of signalling servers and media gateways, load balancing
and seamless switching to a backup node in case of failure of one or more components.

Conclusions. The approach given drastically differs from others, where failure of one of the key elements (the signalling
server or the media gateway) leads to immediate termination of all active connections. An experimental simulation of the
system was performed by deploying a high availability schema depicted in Fig. 2 in a virtual environment and confirmed its
high efficiency: even in the event of 50% of component failure, the system remains operational and does not interrupt any call.
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1. Introduction

Permanent demand for quality voice traffic on
packet networks is driving high interest of developers to
improve technology of voice over the Internet protocol
VoIP (Voice over IP) [1, 2]. The technology given is not
based on the traditional public switched telephone
network PSTN; calls are made by transferring data over
the Internet protocol.

At the moment, there are certain limitations in a
VoIP telephony architecture that are oriented to provide
high-quality telephone services, especially in a highly
loaded system. It is extremely important to ensure a
stable work in organizations where customers are
actively using VoIP services [3, 4]. Such restrictions can
lead to the fact that the organizations, either to improve
service delivery or to avoid interruptions in work, have
to deploy custom solutions that often require significant
financial investments. Main difficulties faced by
organizations using open source software solutions for
telephony services are a secure and stable system work
in conditions of high parallelism with the presence of
huge number of requests.

Today, a lot of interest is shown to ongoing research
related to the further development of VoIP systems.

1. High availability: VoIP systems are responsible
for providing uninterrupted access to communication in
the event of failures [5, 6]. This can be achieved by

different methods: redundancy, server clustering, and
multiple routes for data transmission.

2. Quality of Service (QoS) requirements: one of the
main problems of VoIP system availability is the
provision of stable voice transmission capacity, which
includes low latency, minimal packet loss and high
availability [7]. This is achieved by proper distribution
of resources, traffic planning and adaptation to network
changes.

3. Reliability and resiliency: VoIP systems can be
protected from various types of failures, including
server failures, security failures and DDoS (distributed
denial-of-service) attacks. Research in this area is
aimed at developing mechanisms for rapid renewal after
failures.

4. Security: since VoIP systems are functioning via
the Internet, they become exposed to attacks such as IP
address spoofing, call interception, attacks on
registration servers (SIP (Session Initiation Protocol)
servers) and DDoS attacks. Enhanced accessibility
often includes protection against these risks by using
data encryption, user authentication and other security
methods.

5. Scalability: with the growing number of
customers and traffic, VoIP systems are required to
become stable and ensure high-capacity
communications without interruption, thus, researches
also span architecture development that can be scaled
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according to needs.

6. Efficiency of resource utilization: optimization of
resource utilization and computation are key values in
the scope of high availability. Modern research is
exploring a variety of methods for compressing voice
data, managing data throughput, and minimizing power
consumption.

As more and more companies move to IP telephony,
the demand for secure, uninterrupted operation of VoIP
systems is growing. Therefore, the relevance of
research in the field of increasing availability of VoIP
systems is growing due to the wide expansion of such
systems both in the private and commercial
environments. Some other factors which make this
research field relevant are as follows:

- widely spread remote work: due to the COVID-19
(SARS-CoV-2) pandemic and the growing popularity
of remote work, VoIP technologies have become key
communication tools;

- cost savings: companies are actively switching to
VoIP due to the opportunity to reduce telephone costs;

- business globalization: the need for high-quality
international communication is growing, which requires
reliable and affordable VoIP solutions;

- mobility and flexibility: VoIP allows you to
integrate telephone systems with other communication
services (video conferencing, instant messengers),
which increases the flexibility of communications.

In general, the availability of VoIP systems means
ensuring the constant and uninterrupted operation of
these systems, even in the event of problems with the
network, equipment or under conditions of increased
load. Currently, further development of VoIP systems
by increasing availability is associated with the
following areas:

- Cloud integration: Cloud-based VoIP solutions
have become the foundation for many business systems
because they provide availability through decentralized
architectures. Current research covers methods for
ensuring availability over distributed networks with
cloud infrastructure;

- Communication protocol optimization: SIP [1] and
RTP (Real-time Transport Protocol) [8] play a key role
in ensuring the availability and quality of VoIP
connections. Research is aimed at optimizing these
protocols to reduce latency and increase reliability;

- DDoS protection: Although VoIP systems remain
vulnerable to DDoS attacks, modern solutions include
traffic filtering methods, intelligent network solutions,
and cloud-based defence mechanisms;

- Backup and load balancing mechanisms: Methods
implemented allow automatic traffic redirection in the
event of server failure or overloads.

The following issues arise and need to be solved:

1. Ensuring quality over unstable Internet
connections: even using high-speed Internet, VoIP
communication can suffer from packet loss, latency,
and fluctuations in network parameters.

2. Integration with different network technologies:
The need to ensure compatibility of VoIP systems with
different types of networks and devices remains a
challenge.

3. Protecting privacy and ensuring security: Despite
the presence of encryption and security protocols, VoIP
systems remain a target for hackers.

4. Effective scaling: With the growing number of
users, VoIP systems have to adapt quickly, which
requires the development of new approaches to scaling.

The goal of this research is to develop and improve
methods for increasing VoIP systems’ availability by:

a) creating adaptive traffic management systems that
provide a balance between availability and quality of
service;

conducting experiments on scaling VoIP systems to
verify their reliability under increasing load;
developing new approaches to ensure VoIP networks
security.

These areas are based on modern scientific research
in the field of telecommunications and cybersecurity,
which confirm the importance and relevance of these
areas of development.

An example of building a VoIP system with real-
time encryption of voice and signal traffic is considered
in [9], in [10] main focus is on building a secure
computer network for a VoIP system and typical load
indicators of VoIP servers are given, but none of these
papers considering aspects of fault tolerance of software
and hardware elements of a VoIP system. In [11],
several methods of increasing the availability of a VoIP
system were considered, but none performed takeover
of existing RTP voice streams in the event of failure. In
the case of implementing the system proposed by the
authors, there is no impact on services even if 50% of
its components fail.

Of interest for improving VoIP systems are
approaches based on free software Kamailio,
RTPengine and Redis [17]. But their application is not
sufficiently revealed in the available papers.

Therefore, the purpose of this research is to develop
a method for increasing the availability of a VoIP
system created on the basis of free software Kamailio,
RTPengine and Redis without affecting the service if
50% of the system elements fail.

b)

c)
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2. Traditional VoIP system

Nowadays, VoIP systems are widely used in mobile
and fixed networks for traffic handling [12]. The
traditional topology of a VoIP system is shown in Fig.1
[13].

SIP + RTP
Phone 1

SIP + RTP

Fig. 1. Traditional VoIP system

The traditional VoIP system reflected in Fig.1
consists of a SIP signalling server (KAM) Media
gateway (RTPE), which are responsible for SIP
signalling and voice RTP packets handling, respectively
and SIP phones Phone 1 and Phone 2. It is impossible to
increase the given system’s availability, and in case of
failure of one or more components, we observe
signalling and/or voice traffic interruption. Typically,
such systems use software that combines signalling and
media servers, such as Asterisk, FreeSWITCH, on the
Linux operating system. In some cases, a virtual
environment such as VMware, VirtualBox, HyperV,
Docker, or others is used.

3. Some aspects of Session Initiation Protocol
(SIP)

SIP is a text- and request-response-based protocol
that is similar to the Hypertext Transfer Protocol
(HTTP) in design. It has been developed by the Internet
Engineering Task Force (IETF) and gained popularity
in recent years, mostly in Voice over IP (VoIP)
applications and became a standard in 1999.

The main signalling functions of the protocol are as
follows:

- Location of an endpoint;

- Contacting an endpoint to determine willingness to
establish a session;

- Exchange of media information to allow a session
to be established.

SIP is a key protocol used for media transferring

over an IP network, thus, SIP is a simplified version of
signalling protocol widely used in IP telephony, where
services can be controlled by the subscriber.

SIP network wuses a signalling server for its
operation, which is a device that transmits or manages
signalling information [14]. Signalling servers can act
as a proxy server [15]. A proxy server represents the
interests of the user in the network. It accepts requests,
processes them, and performs appropriate actions. A
proxy server consists of a client and a server part, so it
can accept calls, initiate requests, and return responses.

There are two types of proxy servers:

- with state preservation (stateful). Such a server
stores received requests and related newly generated
requests in its memory until the transaction is
completed.

- without state preservation (stateless). Such a server
simply processes received requests. But it is impossible
to implement complex, intelligent services on its basis.

Another element of the SIP network is a media
gateway. This is a device that provides interaction
between different types of networks for the
transmission of multimedia content, such as voice,
video, or text [15]. A media gateway can allow voice
messages to be exchanged between IP networks (VoIP)
and traditional telephone networks (PSTN) [16].

SIP is a simple signalling protocol for establishing,
modifying, and terminating voice and multimedia
connections in VoIP and multimedia conferencing
sessions. It is a client-server protocol and is similar to
the HyperText Transfer Protocol (HTTP) in both
syntactic and semantic terms. It has text-based requests
and responses that contain header fields that convey
information about the service and characteristics of the
connection.

As with HTTP, the client communicates with the
server using so-called request methods. SIP defines 6
basic methods - INVITE, ACK, OPTIONS, BYE,
CANCEL, and REGISTER, as well as various response
codes, divided into 6 classes (Table 1).

Table 1. SIP response codes

Class | Value
1xx Informational
2XX Success
3xx Redirection
4xx Request failure
5xx Server failure
6XX Global failure

Basic SIP methods:
INVITE — Initiates a call or session by inviting a
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user to participate in a communication session.

ACK — Confirms the receipt of a final response
(2xx) to an INVITE request.

OPTIONS — Queries the capabilities of a SIP server
or endpoint without establishing a session.

BYE — Terminates an ongoing session between two
users.

CANCEL - Cancels a pending INVITE request
before the session is established.

REGISTER — Registers a user’s location with a SIP
server to receive calls.

Apart from the basic, there are extended methods:

UPDATE — Modifies an existing session without
affecting the dialogue state (e.g., changing media
parameters).

INFO — Sends mid-session signalling information
(e.g., DTMF tones, application data) without affecting
the session state.

PRACK  (Provisional = Acknowledgement) —
Acknowledges reliable provisional responses (1xx) in
SIP to ensure message reliability.

SIP is independent of the model and scale of
communication or conferencing and of the packet layer,
requiring only datagram delivery services without
acknowledgement, since the reliability of their delivery
is ensured by its own mechanism [15].

4. System availability assessment

General system availability can be calculated according
to the formula below:
MTBF
MTBF + MTTR

A=

where: MTBF - Mean Time Between Failures;

MTTR - Mean Time to Repair.

We assume the following data for the calculation:

— MTBEF for traditional and highly available systems is
equal to two weeks = 336 hours = 1209600 sec.

— MTTR for a traditional system is 60 min. = 3600
sec. This is the amount of time to restore the server
from backup in case of failure;

— MTTR for a highly available system is 1 sec, which
is the time to perform handover to the standby
server.

Thus, for a traditional VoIP system, Availability is:

A =1209600 / (1209600+3600) = 99,7%,

while for a highly available VoIP system, we have the
following Availability:

A =1209600 / (1209600+1) = 99,9999%.
5. Highly available VoIP system

A highly available VoIP system is a voice
communication system that uses IP packets to transmit
voice (video, etc.) and is designed to ensure continuous
operation, even in the event of failure of individual
components, software and hardware or network
problems. The main goal of such a system is to
minimize downtime, ensure fault tolerance, perform
load balancing, as well as duplication and resource
redundancy [14].

The scheme of a highly available VolIP system is
presented in Fig. 2.

KAM 1
E
sipe” g
Phone 1 P L s
SIP + RTP awy
by

DMa
interface

RTP
Common IP Common 1P
for SiP servers | for RTP servers
via single via single

In memory DB
REDIS [Master/
Slave)

¥ Lo interface Lo inte rface
SIP + RTP sy
q. NG NG,
Phone 2 KAM 2 RTPE2
Fig. 2. Highly available VoIP system

The system given consists of the following
components:

- SIP signalling servers KAMI1, KAM2 for SIP
traffic handling;

- Media Gateways RTPE1, RTPE2 for voice RTP
packets handling;

- In-memory DB Redis for
transactions parameters;

- Subscriber SIP terminals Phone 1, Phone 2.

We are using open-source software products:

- Kamailio [15] for SIP server;

- RTPengine [15] for media gateway;

- REDIS [17] as RTP transaction data storage;

- Keepalived to establish handover between nodes in
case of failure.

Redundancy is organized in the following way:
between KAM1 and KAM?2 servers, we have a logical
DMQ (data message queue) [15] interface [15] to
facilitate SIP transactions (SIP call-id) [1] propagation

storing RTP



and replication. RTPE1 and RTPE2 servers store active
RTP transactions into independent databases inside the
Redis cluster by using the pub/sub protocol while
having access to each other. Redis itself is organized as
an active/backup cluster with automatic replication.
Each Pair of KAMx, RTPEx and REDISx has a
personal virtual IP address assigned automatically on an
active node, which makes transparent access to any
active node of the system. Switchover time to hot
standby is 1 sec.

6. Typical call scenarios

Let's consider voice call processing scenarios: as
already known, a voice call in a VoIP network consists
of several components:

- signalling stream (in this case, SIP);

- voice data stream (RTP).

In the scheme shown in Fig. 2, the following
priorities are set by default: the signalling server KAM1

Phone 1 SIP Proxy
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manages media gateways RTPE1 (main) and RTPE2
(backup), and KAM2 manages media gateways RTPE2
(main) and RTPE1 (backup). Both media gateways use
the REDIS database to store RTP transaction
parameters. REDIS, in its turn, monitors activity
between RTPengine instances and performs emergency
sessions switchover from one instance to another.

In this implementation, only one KAM + RTPE pair
can be active and process voice calls, another pair is in
hot standby mode.

In the case of all system functioning correctly
without issues, the voice call is processed as follows:
signalling is processed by KAM1 and at the same time,
it controls RTPE]1, responsible for the voice RTP stream
between subscribers Phonel and Phone2. If the call is
terminated by one of the subscribers, KAMI1 sends a
command to RTPE1 to terminate the RTP stream, and
then the call is considered finished.

KAM1 Phone 2 KAMZ
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Fig. 3. SIP signalling trace with KAM1 failure
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Let's consider cases when we have a failure of one
or more system elements:

1. The connection was successfully established
according to the algorithm described above, but later we
had a total outage of the KAM1 signalling server. Voice
stream continues functioning, but such a call would
“never” be completed in the absence of KAM?2, which
controls the SIP transactions of the KAMI1 server via
the DMQ interface. Thus, KAM?2 takes over all active
signalling transactions of KAM1.

2. The connection was successfully established
according to the algorithm described above, but later we
had a failure of RTPEIl. In this case, thanks to the
REDIS database, all RTP transactions from faulty
RTPE1 can be taken over by RTPE2 while KAMI
continues to process signalling.

The object of research is to
experiments:

A. Preservation of a voice call and its correct
processing after a software or hardware failure of the
KAMI signalling server managing this call.

B. Preservation of a voice call and its correct
processing after a software or hardware failure of the
RTPE1 media gateway processing the voice stream.

The essence of experiment A is as follows:

1) subscriber Phonel makes a call to subscriber
Phone? in the system shown in Fig. 2;

2) having established a connection between these
subscribers, we artificially invoke a failure in the
KAMI signalling server by turning off the virtual
computer;

3) since all SIP transactions are “mirrored” in the
KAM?2 signalling server, and Keepalive software
implements the correct status of the signalling server (in
this case, KAM2 changes its status from backup to
primary) and continues managing all transactions
previously handled by KAMI;

4) if the KAM?2 server receives signalling messages
in the scope of a SIP transaction that had been created
by KAMI1, KAM?2 looks for this transaction in its
database and continues call processing.

The signalling trace of such a voice call described
above is shown in Fig. 3. The moment of the KAM?2
signalling server response is marked with the [takeover]
label.

The essence of experiment B is as follows:

1) subscriber Phonel makes a call to subscriber
Phone2 in the system shown in Fig. 2;

2) SIP transaction is processed by the KAMI
signalling server, and the voice stream is formed by the
RTPE1 media gateway;

3) once the connection between these subscribers is
successfully established, we artificially invoke a failure

conduct two

on RTPE1 by turning off the virtual computer;

4) due to the keepalived software, the RTPE2 media
gateway becomes active and retrieves RTP transitions
of faulty RTPE2 from the REDIS database with further
processing.

Fig. 3 reflecting a voice call between subscribers
Phonel and Phone2 via a highly available VoIP system,
which consists of subscriber SIP terminals Phonel and
Phone?2, signalling servers KAM1 and KAM2 and SIP
proxy, which in this case acts as a SIP message relay
and provides the ability to collect a full trace of the
signalling exchange between the above-mentioned
system elements. Let us consider in more detail how the
voice call processing.

At 06:48:41.734513, a SIP INVITE message is
received from subscriber Phonel purpose of which is to
create a new voice session with a unique SIP call-id [1].

As a response to the INVITE, subscriber Phonel
receives a 100 Trying message (request in processing)
from SIP Proxy, which, in turn, relays the INVITE
message to the active by default signalling server
KAMI.

KAMI checks the internal routing table, finds the IP
address of the subscriber Phone2, changes it in the
"To:" field of the INVITE message, and forwards it to
the SIP Proxy at time 06:48:41.812698.

Having received the INVITE, the SIP Proxy
forwards it to the end subscriber Phone2 and, as a
response, receives a 180 Ringing message (calling the
subscriber), which is broadcast to the signalling server
KAMI.

At 06:48:41.815692, a 200 OK message (subscriber
answered the call) was received from the subscriber
Phone2 by the SIP Proxy, broadcasting it to the
signalling server KAM1 and then to the end subscriber
Phonel.

Having received a 200 OK message that the
subscriber accepted the voice call, Phonel sends a
confirmation in the form of an ACK message, which in
turn is broadcast to the end subscriber Phone2 via SIP
Proxy and KAMI1 (time interval 06:48:41.820820 -
06:48:41.823387).

We invoke artificial failure of the KAMI signalling
server (turn off the virtual machine).

At 06:49:11.791538, the subscriber sends a BYE call
completion message to the SIP Proxy, which then
broadcasts to the KAMI1 signalling server.

Having received no response from the KAMI
signalling server, the SIP Proxy sends a BYE message
to the KAM2 server, which identifies the transaction by
the SIP call-id previously received via the DMQ
interface from the KAM1 server and forwards it to the
end subscriber Phone2.
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Subscriber Phone2 sends a call completion
confirmation message 200 OK to subscriber Phonel via
chain Phone2 - SIP Proxy > KAM?2 -> SIP Proxy 2>
Phonel.

Thus, we see that after the failure of the signalling
server KAM1 SIP dialogue does not break and at
06:49:13.755445 it processed by the signalling server
KAM?2. Switching to hot standby is performed
automatically so there is no impact on service.

7. Conclusion

A structural model of a highly available VoIP
system, shown in Fig. 2, has been developed, and its
simulation performed using software for virtualization
of computer systems. Availability of the system
simulated is 99.9999%, and even in the event of a
failure of 50% of system components, all existing and
new voice calls continue to be processed.

A method for increasing the availability of a VoIP
system in the event of a failure of one or more of its
components is presented. This method differs from
traditional approaches by preserving all existing media
calls in the event of a failure of one or more
components using free software. The main difference of
this method is as follows: if one of the two servers
(KAMx and RTPEX) fails, the system does not lose any
established calls and is able to process new ones. The
system has a single-entry point (IP addresses for
receiving/sending calls from/to the outside), which is
unchanged in the event of a failure of system elements.

Typical failure scenarios of the KAMI1 signal server
and RTPE1 media gateway components are presented.
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IIpo6aemaTuka. 3 eKCIOHEHIIITHUM 3pocTaHHsIM [HTepHEeTY Ta 306imbIIeHHAM KibKocTi VOIP crnctem BuHMKIIA moTpeba B
yIpaBIliHHI Ta MacTabyBaHHI CHCTEM 3 TOYKH 30pY BUCOKOT IOCTYITHOCTI Ta MiHIMaJIbHOTO IPOCTOIO.

Merta pocaimkenns. Ll crarTs po3kpuBae METOAM MiABUIICHHS JOCTyHmHOCTI cuctemu VoIP (romoc uepe3 IP).
IIpoananizoBaHO OCHOBHI BUKJIMKH, TOB’S3aHI 3 (yHKIIOHYyBaHHAM cucTeM VoIP, 30kpema HeoOXinHICTh 3abe3meueHHs
6e3nepepBHOCTI 00CITyrOBYBaHHSI, BiIMOBOCTIHKOCTI, MAaCIITA0OBAaHOCTI Ta €()eKTUBHOCTI BUKOPHCTaHHS PECYPCiB.

Meroauka peadidanii. [ligBuIIEeHHA OCTYNHOCTI

cucremu VoIP 0a3yerbcs Ha BHUKOPHCTaHHI

0OE3KOIITOBHOTO

nporpaMHoro 3abesmnedenns: Kamailio (cepep curnamizarii SIP), RTPengine (06po0ka menia-tpadiky), Redis (0aza nanux y
mam’siTi st 30epiranss Tpan3akiiit RTP) i Linux Ubuntu sik xocT-onepariitHa cuctema.
PesyabTaTn nociimxkenb. PeanizoBana apxiTekTypa BigoOpakae aBTOMaTW4YHEe MEPEMHUKAHHS CEpBEpiB CHUTHAmi3alll Ta
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MeJia-InIro3iB, GalaHCYBaHHS HABaHTAXKCHHs Ta IUIABHE NEPEMHKaHHS HAa PE3EPBHUI BY30JI y pasi BiIMOBH OIHOTO abo
KUJIBKOX KOMIIOHCHTIB.

BucHoBku. J[aHuii miaxiz KapAUHAIBHO BiPI3HAETHCS BiJl 1HIIHNX, /¢ 301i OHOTO 3 KJIFOYOBUX CIEMEHTIB MPU3-BOIAMTH 10
HEraifHOrO NPHUNUHEHHS BCiX aKTHBHHUX 3'¢HaHb. bylno BHKOHAaHO EKCIIEPUMEHTAJbHE MOIETIOBAHHS CHUCTEMH IUIIXOM
PO3rOPTAaHHS CXeMH BUCOKOI TOCTYITHOCTI, 300paXkeHOT Ha pHUC. 2 y BipTyalbHOMY CEPEIOBHIL, sSIKa MiATBEP/HIa CBOIO BUCOKY
e(eKTUBHICT: y pa3i Buxoay 3 daay 50% KOMIIOHEHTIB CHCTEMa 3aJIMINAETHCS MPAIe3qaTHOI Ta HE IEPEepPUBAE YKOIHOTO
BUKITUKY.

Knruoei cnosa: cucmema VolIP; SIP; RTP, 6ucoxka 0ocmynHicms, HaOIliHiCMb.
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