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BASE STATION POWER BACKUP SCHEDULING FOR NETWORK
PROVIDERS BY A THREE-PERSON DYADIC GAME

Vadim V. Romanuke

Vinnytsia Institute of Trade and Economics of State University of Trade and Economics, Ukraine

Background. Recently reliable telecommunication has been challenged due to power grid instability and temporary
blackouts. There is a strong need for optimizing the base station power backup for telecommunication network providers.

Objective. The purpose of the paper is to substantiate a game model of optimizing the base station power backup for three
major telecommunication network providers and determine the best strategy. The optimization is based on payoff symmetry,
rather than equilibrium.

Methods. There are only two pure strategies at the provider — to apply the power backup or ignore applying, whenever
needed. The latter means avoiding additional expenses for the provider while applying the power backup requires additional
expenses. The cost of applying the power backup is set to a conditional unit. It is further assumed that, if only one provider
does not apply the power backup, it does not affect the quality of service (QoS). When there is no backup at all, QoS worsens
significantly, users subsequently seek for alternative telecommunication services, and shortly every provider loses the 3 units.

Results. The provider’s expected payoff, being treated as a loss, is minimized over the set of symmetric mixed situations,
where the provider’s mixed strategy is the no-backup probability. The base station power backup best strategy is realized by
turning the power backup off with an irrational probability whose value lies between 0.05904144 and 0.05904145. It is more

likely that the backup state switch is possible at definite time intervals usually counted in hours or days.

Conclusions. The best strategy allows saving the power backup for 5.904 % of the temporarily-off-the-grid period by
saving 2.9 % of expenses for the backup, which does not worsen the QoS. Whenever the amounts of providers’ expenses,
costs, and losses are changed, the best strategy is determined in the same way it has been found.

Keywords: power backup, network providers, QoS; three-person dyadic game; best symmetric situation; scheduling.

1. Introduction

Recently reliable telecommunication has been
challenged due to power grid instability and temporary
blackouts. Network providers started working on testing
and applying new technologies and approaches to
maintain the same satisfactory quality of service (QoS),
which is essential to keep the market sustainability,
profit, attractiveness, and possibility for future
investments [1], [2]. An example is the internal roaming
supported by Ukrainian cellular operators since 2022
[3]. Another example is power backup provided for
some base stations to continue functioning while being
temporarily off the grid [4]. Obviously, such a backup
is relatively expensive, especially if it should work for a
few hours, so only selected base stations may have non-
grid power [5]. This results in fluctuations in link rate,
non-smooth connectivity, and the eventual worsening of
QoS [6], [7]. Further aftermath is a potential loss of
users (or subscribers, customers), which basically is the
main feature of declination of the provider [8], [9].
Therefore, there is a strong need to optimize the base
station power backup for telecommunication network
providers.

2. Objective

The above-described problem refers to the allocation

of limited resources [10]. Due to network providers
being reluctant to cooperate, the problem is modelled
by non-cooperative games [11]. The objective is to
substantiate a game model of optimizing the base
station  power  backup for three  major
telecommunication network providers and determine
the best strategy. First, a set of possible primitive (pure,
using the game theory terminology) strategies of the
provider is to be constituted. Second, the game payoffs
of the providers are assumed. Then the game model is
to be presented and substantiated. Next, the best
strategy for the base station power backup will be
determined. Finally, the result is to be discussed and a
conclusion with an outlook for further research will be
made.

3. Primitive strategies

The set of possible primitive strategies of the
network provider should be constituted as simple as
possible. Therefore, there are only two pure strategies at
the provider — to apply the power backup or ignore
applying, whenever needed. The latter means avoiding
additional expenses for the provider, while users are not
charged with new, slightly inflated, tariffs. Applying
the power backup, on the contrary, requires additional
expenses, which may be partly imposed on users via
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subsequently updated charges [12].

Let the power backup application be a pure strategy
of value 0. Alternatively, let the no-backup strategy
have a value of 1. Denote the pure strategies of the
three providers by x, y, z. So,

xe{O,l}, ye{O,l}, ze{O,l}.

Triple {x,y,z} is a pure strategy situation in a dyadic
non-cooperative game

({o.1}. {o.1}. {o.1},
(L, (x, v.2), Ly (x, 9, 2), Ly (x, 3, z)}>, (1)
in which
L(xy2), L(xyz). Lxnyz) Q)

are the payoff functions of the first, second, and third
providers, respectively. Payoffs (2) are overall
conditional losses (costs, additional expenses,
reimbursements) of the providers, which must be
minimized.

4. Game payoffs

It is easy to see that there are eight pure strategy
situations in game (1). Obviously, solutions and,
generally speaking, solvability of game (1) depend on
payoff functions (2) of the providers. It is fairly
assumed that these functions have the same value in any
symmetric pure strategy situation, i. e. equalities

L (0, 0, O) =L, (O, 0, O) =L, (O, 0, 0)
and
L, (1, 1, 1) =L, (1, 1, 1) =L, (1, 1, 1)

hold. In a first approximation, the values of payoff
functions (2) can be defined using the conception of the
well-known model of environmental protection [13],
[14]. The cost of applying the power backup is set to a
conditional unit. Thus, when every provider applies the
power backup,

£,(0,0,0)=L,(0,0,0)=L,(0,0,0)=1.

When there is no backup at all, internal roaming
performs poorly, QoS worsens significantly, users
subsequently seek alternative telecommunication
services, and shortly every provider loses the 3 units:

L(L,L1) =L, (1,1,1)= Ly (1,1,1)=3.

It is further assumed that, if only one provider does not
apply the power backup, it does not affect QoS. Two or

more providers without power backups deteriorate QoS
significantly resulting in losing the 3 units. So, if a
provider applies the power backup while the other two
do not apply, the provider loses 4 units.

The game payoffs are easier to present visually
using the cube of mixed strategy situations [13], [15].
Owing to this is a dyadic game, a mixed strategy of a
provider can be represented by just a probability of
selecting a pure strategy. For definiteness, let it be the
no-backup strategy. Denote the mixed strategy of the
first, second, and third providers by p, ¢, r

respectively. Herein, e. g, p is a probability that the

first provider does not apply the power backup (whether
the provider does not have it or it is just turned off).
Therefore,

I-p,1-¢q,1-r

are the probabilities of that the providers apply the
power backup. Fig.1 shows the cube (originally
presented with negative payoffs to be maximized in
[15]), at whose vertices the game payoffs are also shown.

Although the question of the 3 units seems to be
openly discussible, it is straightforwardly adopted from
[15] to simplify the first approximation. Besides, it is
shown below that this amount can be changed without
affecting the way through which the best strategy is
determined.

5. Dyadic game model

In dyadic game (1) the i-th provider’s expected
payoff in situation { p, ¢, r} is calculated as follows [15]:

l,.(p,q,r):(l—p)(l—q)(l—r)Li(O, 0, O)+
+(1—p)(1—q)rLi (O, 0, 1)+
+(1—p)q(1—r)Li (O, 1, O)-I—(l—p)qul. (0, 1, )
+p(1—q)(l—r)Ll.(l,0,0)+p(1—q)rLi(l,O, )
+pq(1—r)Li(1, 1, 0)+pqul.(1, 1,1) for i=1,3. (3)

1)+
1)+

It was shown in [13], and [15] that dyadic game (1) has
four equilibria in pure strategies

{0,0,1}, 4)
{0,1,0}, ©)
{1,0,0}, (6)
L1 (7)

and five equilibria in mixed strategies
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Fig. 1. The cube of all (mixed strategy) situations in dyadic game (1) whose payoffs are conditional units of losses
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Pure strategy equilibria (4) — (6) are non-symmetric,
and in those situations, two providers apply the power
backup as opposed to a no-backup provider. Although
the summed losses are 2 (see the vertices of the cube in

Fig. 1), which is % per provider, non-symmetric

equilibria (4) — (6) are quite unstable and eventually
their equilibrium property would vanish [16], [17].
Equilibrium situation (7) means no-backups at all,
which is at least economically unacceptable due to high
losses in the 3 units per provider.

Mixed strategy equilibria (8) — (10) are non-
symmetric as well, and in those situations only one
provider constantly applies the power backup as
opposed to the other two providers applying just two

thirds of theirs backups (because probability % means

partial no-backup strategy, e. g., by not applying the
power backup for one-third of the temporarily-oft-the-
grid period). In addition to the non-symmetry leading to
instability, the respective payoffs in equilibria

(8)— (10)
11(0,1,1}12(0,1,1],13(0,1,1) ={f,1,1},
3°3 3°3 3°3 3
11[1,1,0],12[1,1,OJ,I{l,l,OJ ={1,1,f},
3°3 3°3 3°3 3
11(1,o,lj,zz(l,o,lj,z{l,o,lj ={1,i1}
3 3 3 3 3 3 3

are even more depressive and unstable than those in
pure strategy equilibria (4) — (6).

Mixed strategy equilibria (11) and (12) are
symmetric, so their payoffs are identical. In equilibrium

situation (11) each provider loses 2—73 conditional
units, whereas in equilibrium situation (12) each

. 3 . :
provider loses 2 + B conditional units. Inasmuch as

BB

—>2—7>1 133974 ,
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equilibrium (12) is not considered further along with
unstable and unprofitable equilibria (4) — (10).
However, equilibrium situation (11) is unprofitable
compared to non-equilibrium situation {0, 0, 0}, in
which every provider applies the power backup. The
amount of 0.133975 conditional units can be called an
additional cost of reaching an equilibrium. However,
this tradeoff does not make much sense due to the
following two reasons. First, even by not applying the
power backup for about one-fifth of the temporarily-
off-the-grid period, the provider pays more than by
fully applying the power backup. Second, probability

3=V3_1 N3

6 2 6

is irrational, so it cannot be practically realized through
a finite number of game rounds. In other words, using
mixed strategy (11) is statistically inconsistent to reach

practically equal losses of 2 —73 conditional units per

provider, whichever the dyadic game is (finitely
repeatable or, all the more, possibly repeatable with
fewer game rounds). Therefore, situation (11) is
unacceptable also, being the best one so far, though.

6. Best strategy

Inasmuch as none of equilibrium strategies is
acceptable due to instability and unprofitability, the best
strategy should be determined from the other point of
view. It is about symmetry and equal profitability,
rather than equilibrium. If a symmetric situation

0.} =19.9.9) (13)

exists such that the providers’ expected payoffs in
situation (13) are lesser (the payoff herein is the loss
equivalent) than those in equilibrium situation (11)
[15], then situation (13) is more profitable, where

3-43 3-3 3—\/§j_
2, , _

[(9,9,9)</
1 )<’[ 6 6

3

=2—-— fori=1,3.
2

(14)

In addition, if inequality

3-43
6

holds along with inequality (14), this would imply
providing more power backup and thus ensuring higher
QoS. Nevertheless, if situation (13) turns out to be such
that

9< (15)

1(9,9,9)<1 for i=1,3 (16)

along with inequality (15), then this would be more
profitable than a non-equilibrium situation {0, 0, O} , in
which every provider applies the power backup.
Using (3), the i-th provider’s expected payoff in
situation (13) is calculated as
1(9,9,9)=(1-9)"L,(0,0,0)+

+9(1-9)"L;(0,0,1)+ 8(1-9)* L, (0,1,0) +

+92(1-9)L,(0,1,1)+ 9(1-9)" £,(1,0,0) +

+97(1-9)L, (L 0,1)+9*(1-9)L,(L,1,0)+

,3

+9°L,(1,1,1) for i=1,3,
which is simplified to

1(9,9,9)=-69"+99" -9 +1. (17)

Find extremum points of function (17), which does not
depend on i . Its first derivative is

ﬁ=—1892+189—1 (18)
d9
and
~-189> +189-1=0
if
9=9, 37 (19)
6
or
3:32=3+*ﬁ (20)

6
where 9, €(0;1), 9, €(0;1), i. e. zeros (19) and (20)

of first derivative (18) are probabilities. The second
derivative of function (17) is

2
d@f; =-369+18,
where
d’l
L =369, +18=637>0 (21)
a9,
and
d’l
1 =369, +18=-647 <0, (22)
a9,

Positive value (21) implies that (19) is the minimum
point of function (17), whereas (22) is its maximum
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Therefore, the minimal payoff of the

provider in symmetric situation (13) is

3-47 3-47 3—\/7}

li(81’81’91)=li[ 6 6 6

where

and

Consequently, the strategy of applying the power

77

=—69; +997 -9, + 2——,

0.05904 < 9, = <0.0590415

3-47
6

77

0.971096 < 2—— 0.971097.

backup with probability

where

3-7 3+\/_

1__

6 6

0.94095 <

<0.94096,

3+\/7
6

i-th

(23)

is the best one for every provider. The best strategy
allows saving the power backup for 5.904 % of the
temporarily-off-the-grid period by saving 2.9 % of
expenses for the backup, which does not worsen the
QoS [18], [19].

7. Discussion and conclusion

It ought to be underlined that the conditional units of
loss regard only permanent expenses. The costs of the
power backup equipment and its mounting are
intentionally not included because they are always
present as a part of the telecommunication
infrastructure development [20]. Expenses for turning
on and off the power backups are assumed to be
negligible and are not counted. Thus, the best strategy
for the base station power backup is realized by turning
3-7

6

Ctis

the power backup off with probability 9, =

more likely that the backup state switch is possible at
definite time intervals (periods or units). The time unit
is usually counted in hours or days.

Suppose that the providers are capable of switching
their power backup states every three hours (this is a
regular temporarily-off-the-grid period). Fig. 2

1 Bl

Hﬁ&
1 ,P'ﬂFLL’C-l:“'"-«}%

M%ﬁ

?

/
B
v

i

0.9

0.8

0.75

0 300 600 900 1200

1500 1800 2100 2400 2700 3000

Fig. 2. The average loss of the provider using the best strategy versus the count of 3-hour interval
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presents the polylines, each of which is the average loss
of the provider using the best strategy via a computer
simulation. It is clearly seen that, as time elapses, the
average loss of every provider tends to optimal value
(23) [11], [13], [15], [21]. Other similarly conducted

conditional convergence interval in this set-up is about
125 days (which are 3000 hours), after which the
average loss of the provider declines from optimal
value (23) no more than by 2 %. This means that the
result of using the best strategy yields in about 125

computer simulations confirm (Fig.3) that the days.
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Fig. 3. The average loss polylines from the other computer simulations on the same time scale used in Fig. 2

The presented research utilizes the well-known 3-
person dyadic game whose two dilemma-like strategies
(back up the power supply or not) are sufficient to
model real-world scenarios. The amounts of loss
expressed in conditional units have been remained the
same because it is impossible to assess permanent
expenses under uncertainty of the temporarily-off-the-
grid period duration and QoS degradation [6], [9].
Moreover, whenever the amounts are changed, the best
strategy is determined in the same way it has been
found for the cube in Fig. 1 starting from the principal
inequality (16).

Determining limits within which the method of
finding the best symmetric situation by minimizing the

provider’s expected payoff (aggregate losses, expenses,
damage, fallout) in this situation is a matter of further
research. This will allow loosening (varying to some
extent) the provider’s potential losses in conditional
units (see the vertices of the cube in Fig. 1). The cube
vertices as pure strategy situations with respective
payoffs in Fig. 1 must be generalized.
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Pomanwk B.B.
Po3kiian 3a0e3neveHHs 0a30BUX CTaHLIiH pe3epBHAM eHEProKWBJIEHHSIM ISl Mepe:KeBUX NpoBaiiiepiB Ha
OCHOBI TiaAN9HOI rPH TPBHOX 0Ci0

IIpodaemaTnka. OcTaHHIM YacoM HafilfHa TEICKOMYHIKaIlis Oyina BUMpoOyBaHa HECTAOUIBHICTIO €IEKTPUIHOI MEpexki Ta
THMYacOBUMH BHMKHEHHAMH. IcHye cepiiozHa mnoTpeba B onrtumisamii 3abe3nedeHHs 0a30BHX CTaHLIH pe3epBHUM
€HEePTOKUBJICHHSM JIJIS TENIEKOMYHIKAIlIHHIX MEpeKeBUX MPOBanaepiB.

Meta pociimkenns. OOTpyHTyBaTH irpoBy MoJeNnb ONTHMIi3amii 3a0e3medeHHs 0a30BHX CTAHIIH pe3epBHUM
EHEProKUBICHHSAM U1 TPhOX BEIUKUX TENCKOMYHIKAIIMHIX MEpEeKEeBUX NMPOBAaWAEpiB 1 BUSHAUUTH HAWKpamly CTpaTeriio.
OCHOBOIO ONTUMI3aLlil € CUMETPisl BUILIAT, 8 HE PiBHOBAra.

Metoanka peanizamii. Y mpoBaiizepa € nume JBi 9HCTI CTpaTerii — 3aCTOCOBYBATH pe3epBHE EHEPrOXUBICHHS a00
ITHOpYBaTH HOTO, KON Y HhOMY IocTa€ motpeda. OcTaHHE UL TpoBaliepa 03Hauae yHUKHEHHS 10JaTKOBHUX BUTPAT, TOJI K
3aCTOCYBAaHHSI PE3CPBHOIO CHEPrOXKMBICHHS MOTpeOye MOJATKOBHX BHTpaT. BapTicTh 3acTOCYBaHHS pPe3epBHOTO
€HEproKUBIICHHS IPUUHATO PIBHOIO YMOBHIN oxuHuUI. [laii IpHITyCKaeThCs, 110, 32 YMOBH, KOJH JIWIIIE OJUH IIPOBaiiiep HE
3aCTOCOBYE pe3epBHE CHEProKUBJICHHS, 1€ HE BIUIUBAE Ha SIKICTh 00CIyroByBaHHs. Koy pe3epBHOTO eHEpProXXUBICHHS HEMae
B3arai, sIKicTb 00CITyTOBYBaHHS 3HAYHO MOTiPITYETHCS, KOPUCTYBadi ITYKAIOTh abTePHATHBHI TEIeKOMYHIKaIiifHI OCIYTH, i
HEBJIOB31 KOXKEH TpoBaiiiep BTpavyae 3 yMOBHI OJMHHIII.

Pe3yabsTaTn nociimxenns. OgikyBaHa BHIUIaTa MpoBaiiaepa, 3a Ky MOKIAAEHO HOTo BTPATH, MIHIMI3YEThCS HA MHOXKHHI
CHMETPUYHUX 3MIIIaHUX CHTYyalidf, JAe 3MIIIAaHOI0 CTpaTeri€lo IpoBaiiiepa € IMOBIPHICTP BUMKHEHHS pPE3EPBHOTO
eHeprokuBieHHs. Haiikpama crparteris 3a0e3medeHHs 0a30BOi CTaHI[l PE3CPBHUM CHEPrOXKUBJICHHSAM PEaTi3y€eThCs
BUMKHEHHSIM PE3EPBHOIO €HEPrOXMBJICHHS 3 1ppallioHAILHOI IMOBIPHICTIO, 3HauYeHHs sKOi JexuTh Mix 0.05904144 Ta
0.05904145. Binbmr BiporiHO, MO 3MiHA CTaHY PE3ePBHOTO SHEPTOXKMBIICHHS MOKIIMBA Y BU3HAYEHI YaCOBi iHTEPBaJIH, TKUMH
3a3BUYail € TOAMHH a00 JHI.

BucnoBku. Haiikpama crpareris m03BOJSIE 3a0MIaDKyBaTH pe3epBHE €HEProkuBieHHs Ha 5.904 % Bix mepioxy
THMYacOBOTO BIJIKJIIOUEHHS, 0 TaKOX 3a0Wa/uKye 2.9 % BHIATKIB Ha pe3epBHE CHEPrOXKMBIICHHS, ajue NpH LbOMY He
noripiye sikictb o0cayroByBanHs. Koiu cyMu BUaTKiB, BapTOCTel Ta BTpAT MpoBaiiiepiB 3MiHIOIOTHCS, HaliKpallia cTpareris
BU3HAYAETHCS Y TOH ke Crocio.

Knrouosi cnosa: pezepsne enepeodicuenenns,; mepesicesi npogauoepu, SAKicmv 00CIy208y8anHs,; 0iaduyHa 2pa mpbox ocio,
HAUKpawa CUMempuyHa Cumyayis, po3kiao.



