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Svitlana V. Sulima, Artem G. Genash

Educational and Research Institute of Telecommunication Systems
Igor Sikorsky Kyiv Polytechnic Institute, Kyiv, Ukraine

Background. In the modern world, information technologies evolve rapidly, constantly altering our approaches to learning,
work, and daily life. One significant aspect of this evolution is the automation of various processes, including education. Students
and teachers are faced with large volumes of information that need to be processed, stored, and used in the educational process.
Taking lecture notes is still an important task that requires a lot of time and effort, thus automating this process is both relevant and
necessary. Automated lecture note-taking based on video and audio materials greatly facilitates the lives of students and teachers
by providing quick access to structured information. The use of speech recognition and artificial intelligence technologies to create
notes from lecture materials opens up new opportunities for effective learning. These systems can significantly save time, improve
the quality and accuracy of notes, and ensure their accessibility to all participants in the educational process. These systems can not
only create notes but also structure them by highlighting key points and providing easy access to information. This allows students
to focus on understanding and comprehending the material rather than writing it down, thereby improving the quality of learning
and knowledge acquisition.

Objective. The purpose of the paper is to simplify the note-taking process and improve its quality by developing a system for
automated lecture note-taking based on video and audio materials, ensuring the efficient and rapid creation of structured notes from
lecture materials.

Methods. Analysis of Literature and Contemporary Studies: Studying scientific articles, monographs, and dissertations related
to the topic of automated lecture note-taking, speech recognition, and artificial intelligence. System Analysis: Defining system
requirements, analysing possible approaches and tools for implementation. Experimental Method: Developing, implementing, and
testing the system. Comparative Analysis: Evaluating the effectiveness of different speech recognition tools and Al models for
creating notes. Modelling and Prototyping: Creating a system prototype, testing it, and improving it based on the obtained results.

Results. During the implementation of the automated lecture note-taking system, an effective Telegram bot was created, which
uses "whisper-1" and "gpt-4" models to provide high-quality speech recognition and the generation of structured notes from video
and audio materials.

Conclusions. The developed system of automated note-taking of lectures based on video and audio materials significantly
simplifies the preparation of materials for students and teachers. Integration with Telegram and implementation of the system
through a Telegram bot ensure cross-platform, accessibility and ease of use and at the same time provide an opportunity to avoid
creating additional web or mobile applications for a wide range of users. The use of OpenAl's "whisper-1" model demonstrates
high accuracy of speech recognition, which allowed improving the quality of transcriptions compared to other tools such as Vosk
or FasterWhisper.

Keywords: automated note-taking; speech recognition, Telegram bot; GPT models, audio and video processing; Whisper-1.

Introduction

In today's world, information technologies are
developing at an extraordinary pace, constantly changing
our approaches to education, work, and everyday life.
One important aspect of this development is the
automation of various processes, including education.
Today, students and lecturers face a large volume of
information that needs to be processed, stored, and
utilized in the educational process. Taking lecture notes
remains a significant task that requires a lot of time and
effort, making the automation of this process both
relevant and necessary. Automated lecture note-taking

based on video and audio materials significantly eases the
lives of students and lecturers by providing quick access
to structured information. The use of speech recognition
and artificial intelligence technologies to create lecture
notes opens new possibilities for effective learning. Such
systems can save time, improve the quality and accuracy
of notes, and ensure their availability to all participants in
the educational process.

Automated lecture note-taking is crucial in today's
world, where a significant amount of information is
transmitted orally, particularly in the form of lectures,
webinars, and meetings. Modern approaches to automated
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note-taking rely on the use of speech recognition
(Speech-to-Text or STT) and natural language processing
(NLP) technologies.

Statistical Methods-Based Models: Early speech
recognition systems, such as Hidden Markov Models
(HMM), relied on probabilistic models to transcribe audio
signals into text [1].

Deep Learning Methods: Nowadays, neural networks,
particularly recurrent neural networks (RNN) [2], long
short-term memory (LSTM) [3], and transformers [4], are
increasingly used. These models demonstrate a high level
of accuracy in real-time speech recognition.

Tools and Libraries for Speech Recognition:

*  Google Speech-to-Text: One of the most popular
commercial services with high accuracy and wide
language support [5].

*  Microsoft Azure Speech Service: An alternative
solution from Microsoft offering high quality and
flexibility of settings [6].

*  Amazon Transcribe: A tool from Amazon that is
convenient for large data volumes and integration with
other AWS services [7].

*  Vosk: An open-source offline tool that can use
language models without an internet connection [8].

*  Whisper: A model from OpenAl that shows high
accuracy [9].

Natural Language Processing (NLP):

To automatically create meaningful and structured
notes, it is important to use NLP technologies:

*  Tokenization: Breaking text into individual words
or phrases.

*  Parsing: Analysing the syntax of the text to get
structured information about the sentences.

*  Semantic Analysis: Determining the meaning of
words and sentences in context.

*  Text Summarization: Used to automatically
create shorter versions of texts without losing the main
information [10].

Tools and Libraries for NLP:

* NLTK (Natural Language Toolkit): A library for
text processing with a wide range of functions for various
NLP tasks [11].

«  spaCy: A fast tool known for its performance in
text processing [12].

+  Transformers by Hugging Face: Contains a wide
range of models based on transformer architecture,
including GPT, BERT, T3, and others [13].

*  OpenAl GPT: A model that shows impressive
ability in text generation and summarization [14].

Challenges of Automated Note-Taking:

*  Recognition Accuracy: Different accents, speech
speeds, and background noise can negatively affect
speech recognition accuracy.

* Integration with Various Formats: Supporting
different audio and video file formats, their conversion,
and processing may require additional resources.

*  Processing Large Volumes of Data: Models like
GPT-4 have text size limitations, which can create
difficulties when working with long lectures or seminars.

Al-Based Automated Note-Takers:

*  Scribie [15]

*  Otter.ai [16]

Some tools specialize in creating text summaries that
have a clear structure and highlight key points. These
platforms typically use algorithms to analyze text and
extract key ideas. Platforms for Creating Structured Text
Notes:

*  Notion[17]

*  Evemnote [18]

Integrated platforms for automated note-taking
combine several functions for automated note-taking,
including speech recognition, structured note creation and
storage. These platforms typically use cloud-based
technology to provide access to notes from any device.

Examples of integrated platforms: Description [19],
Rev [20].

Main part

Let's consider the main tools that support the
recognition of the Ukrainian language, which is one of
the most important work criteria.

Vosk is an open-source speech recognition tool that
works offline.

Vosk has not achieved perfection in speech
recognition accuracy, so results may be unpredictable.
However, it can be customized for specific systems to
improve accuracy.

Whisper is a speech recognition tool developed by
OpenAl

Whisper can work in both online and offline modes,
making it convenient for a variety of applications.
However, high requirements for computing resources can
be an obstacle to using Whisper on less powerful devices.

FasterWhisper is an optimized version of Whisper
aimed at increasing the speed of speech recognition
without significant loss in accuracy [21].

However, as in the case of Whisper, FasterWhisper
requires significant computing resources to ensure high
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performance. Its effectiveness may vary depending on the
complexity of the audio data and recording conditions.

InsanelyFastWhisper is another optimized version of
Whisper, aimed at reducing the processing time of audio
files as much as possible [22].

However, over-optimization can lead to a decrease in
recognition accuracy, which should be considered when
using this tool.

WhisperX is a version of Whisper optimized for large
audio files and streaming data.

Whisper-1 is the latest version of OpenAl's Whisper
model, which offers improved accuracy and performance
compared to previous versions [23].

Whisper-1 requires significant computing resources,
but provides high accuracy and reliability, making it one
of the best speech recognition tools available today.

A comparative analysis of the speed and effectiveness
of speech recognition tools was performed on a device
with the characteristics shown in Fig. 1.
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Fig. 1. Technical characteristics of the device used to test the
speed and effectiveness of speech recognition tools

Table 1. Comparison of the speed of speech recognition
tools: Vosk, Whisper, FasterWhisper, InsanelyFastWhisper
WhisperX, whisper-1

Tool Speed (words/sec) | Free/Paid
Vosk 10-20 Free
Whisper 30-40 Free
FasterWhisper 50-60 Free
InsanelyFastWhisper 80-100 Free
WhisperX 120-150 Free
Whisper-1 200-250 Paid

Table 2. Comparison of speech recognition accuracy for
speech recognition tools: Vosk, Whisper, FasterWhisper,
InsanelyFastWhisper WhisperX, whisper-1

Tool Accuracy (WER)
Vosk 90-95%
Whisper 92-96%
FasterWhisper 94-98%
InsanelyFastWhisper 96-99%
WhisperX 98-99.5%
Whisper-1 99.5-99.9%
Analysis:

- Whisper-1 demonstrates the highest recognition
speed and accuracy, making it the optimal choice for
implementing an automated lecture note-taking system.

- WhisperX [24] offers high speed and accuracy,
slightly inferior to whisper-1.

- InsanelyFastWhisper, FasterWhisper and Whisper
have moderate speed and accuracy, which may be
sufficient for some tasks.

- Vosk is the slowest and least accurate of the tools
presented.

Additional factors:

- Cost: Some tools are free, while others require a paid
subscription.

- Availability: Some tools may not be available for use
in certain regions or platforms.

- Functionality: Some tools offer additional features in
addition to speech recognition, such as automatic
translation and others.

To select the optimal tool, several different models
were tested, in particular: Vosk, Whisper, FasterWhisper,
InsanelyFastWhisper, WhisperX.

After the testing was completed, the results were
analyzed. Tools Vosk, Whisper, FasterWhisper,
InsanelyFastWhisper, WhisperX were not effective
enough in terms of speed and accuracy of speech
recognition for the needs of this work.

Based on the results of testing and analysis, a decision
was made to use the "whisper-1" model from OpenAl
This model is characterized by high speed and accuracy
of speech recognition, which makes it the most optimal
option for use in a note-taking system.

It is also important to consider that the "whisper-1"
model is paid, but it is very affordable in terms of cost,
which makes it an acceptable solution considering the
value/quality ratio.

Therefore, the choice of the "whisper-1" model from
OpenAl is the optimal solution for the implementation of
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a system of automated note-taking of lectures based on
video and audio materials. This tool meets all the project's
requirements for speed, accuracy, cost and availability.

Telegram bot is used as the main graphical interface
for the automated lecture note-taking system.

OpenAl's "whisper-1" model was chosen for speech
recognition in the project "Automated lecture note-taking
based on video and audio materials" due to its high
accuracy and optimal speed. The integration of this model
allowed for the efficient conversion of audio and video
data into text, which is a critical step for the further
creation of structured lecture notes.

s ’ HOBI BEPLUWMHM - BPATYI CBIA MO3OK. ik np..l

£ @ 06:47.62M8 12:49 &

oW Aprem Menaw
|A HOBI BEPLUMHM - BP..
DONEIUploading. 1249

LectureSync
DONE! Uploading...

1717152582760193_tr.txt
123KB
Transcription result 1251 4

Fig. 2. Test of the "whisper-1" model for speech recognition.
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Fig. 3. Performance speed result of "whisper-1" model for
speech recognition.

The test results showed that the "whisper-1" model
from OpenAl provides high accuracy and recognition
speed, in accordance with the requirements of the project.
An important advantage is the ability of the model to
process a wide range of language options and accents,
which makes the system universal for different users.

Thus, the application of the "whisper-1" model
significantly increased the efficiency of processing audio
and video lectures, which will allow providing users with
high-quality and accurate text summaries.

Conclusions

The developed automated lecture note-taking system
based on video and audio materials significantly
simplifies the preparation of materials for students and
teachers.  Integration ~with  Telegram and the
implementation of the system through a Telegram bot
ensure cross-platform availability, ease of use, and avoid
the need to create additional web or mobile applications
for a wide range of users. The use of the "whisper-1"
model from OpenAl demonstrates high speech

recognition accuracy, which has improved the quality of
transcriptions compared to other tools such as Vosk or
FasterWhisper. Adding support for other popular
platforms such as Zoom or Microsoft Teams will expand
the system's capabilities and attract new users. Further
improvement of the system focused on eliminating
existing shortcomings and expanding functionality will
make it even more useful and accessible to a wide range
of users.
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Cynima C.B., I'enaw A.T.
ABTOMATH30BaHAa CHCTeMa KOHCIETYBAaHHS JeKIii

IpobsemaTuka. Y cyqacHoMy cBiTi iHpopMalliiiHi TEXHOIOTIT CTPIMKO PO3BUBAIOTHCS, TIOCTIHHO 3MIHIOKYH HAII TTiIXO/H JI0
HABYaHHS, POOOTH Ta MOBCAKIECHHOTO KUTTA. OJHHUM i3 BOXIMBHUX ACIEKTIB I1i€l €BOIIOMIT € aBTOMATH3AIlIs Pi3HUX MPOIECIB, Y
TOMY 4HCHi OCBiTHIX. CTYIEHTH Ta BHKJIajadi CTHKAIOThCS 3 BEMMKHMH oOcsramul iH(opMaiii, ski HeoOXigHO 06poOmsTH,
30epiraTi Ta BUKOPHCTOBYBATH B HAaBUAIBHOMY Mporeci. KoHCTIEKTYBaHHS NeKIiil 3aiHIIaeThCsl aKTYaTbHAM 3aBHAHHAM, SKE
notpebye 0araTo wacy Ta 3yCWiIb, TOMY aBTOMAaTH3alis IBOTO MPOIECY aKTyadbHa Ta HEoOXigHA. ABTOMAaTH30BaHE
KOHCIIEKTYBAHHS JIEKIlii HA OCHOBI BiJ[eO- Ta ayi0 MarepiajiiB 3HAYHO TOJIETIIYE XKUTTS CTYACHTIB 1 BUKJIAJAdiB, HAJIAHOUH
IIBMJIKHIL TOCTYTI 10 CTPYKTypoBaHoi iHpopMmalii. BukopucTaHHS TeXHOIOTIH po3Mi3HAaBaHHS MOBJICHHS Ta IITYYHOTO iHTENEKTY
ISl CTBOPEHHS KOHCIIEKTIB 13 NEKUiMHMX MaTepiajiB BiIKpHBae HOBI MOXUIMBOCTI Ans edexTuBHOro HaBuaHHsA. L{i cuctemu
JO3BOJISIIOTH 3HAYHO 3a0UIAUTH YaC, TiBUIMUTH AKICTh 1 TOUHICTh KOHCIIEKTIB, 3a0€3MeYNTH IX AOCTYMHICT JUIS BCIX YYACHUKIB
HaByanbHOro mporecy. Lli cucTeMn MOXKYTh He TiNbKM CTBOPIOBATH HOTATKH, alieé W CTPYKTYpYBaTH iX, BUIUIAIOYM KIIOYOBI
MOMEHTH Ta 3a0e3Iedyroun JeTKuil JocTyn a0 iHhopmamii. Ile no3Bomse ydHSM 30cepeiuTHCS HA PO3YMiHHI Ta PO3YMiHHI
Matepiainy, a He 3aIuCcyBaTH HOT0, THM CaMUM MOKPAIYIOUH SKICTh HABYAHHS Ta 3aCBOCHHS 3HAHb.

Meta nocaimxenns. MeToro J1aHOi poOOTH € CHPOIIEHHS MPOIECY KOHCTEKTYBAHHS Ta MiJBUINCHHS HOTO SKOCTI IIITXOM
PO3pOOKHM CUCTEMH aBTOMATH30BAHOTO KOHCTIEKTYBAHHS JIEKIIIH Ha OCHOBI BijJIeO Ta ayzio Matepiaiis, mo 3abe3nedye eheKTHBHE
Ta IIBHJIKE CTBOPEHHS CTPYKTYPOBAHMX KOHCIIEKTIB 13 JIEKIIHIX MaTepiaiB.

Mertoauka peami3amii. AHami3 miTepaTypH Ta CY4acHHX JOCHTI/UKCHb: BHBUEHHS HAyKOBHX cCTaTed, MOHOrpadiil Ta
JUCepTalliif, OB’ S3aHUX 3 TEMOK) aBTOMATH30BAHOTO KOHCIIEKTYBAHHS JIEKIIii, PO3Mi3HaBAaHHA MOBJICHHS Ta IITYYHOTO 1HTENIEKTY.
CucreMHu# aHanmi3: BuU3HAYCHHA CHUCTEMHHX BHMOT, aHANi3 MOXJMBHMX MiAXOAIB Ta IHCTPYMCHTIB JIS BIPOBAKCHHS.
ExcnepumenTaibHuif MeTo: po3poOKa, BIPOBAIKEHHS Ta TECTYBaHHA cucTeMH. [lOpiBHANBHMI aHami3: oliHKa e(heKTHBHOCTI
PI3HUX 1HCTPYMEHTIB pO3Mi3HABaHHSA MOBJEHHS Ta Mojenei LI ansg cTBopeHHs HOTaTOK. MoOJETIOBaHHA Ta MPOTOTHUIYBAHHS:
CTBOPEHHS IPOTOTHITY CUCTEMH, HOTO TECTYBAHHS Ta BAOCKOHANEHHS Ha OCHOBI OTPHMAHUX Pe3YJbTaTiB.

Pesynpratn pociaimkenns. [lim dwac BmpoBa[KeHHS aBTOMATH30BAHOI CHCTEMH KOHCICKTYBAaHHS IEKIiil CTBOPEHO
eextuBHuil Telegram-00T, AKMi 3a TOMOMOTOr MoJienei «whisper-1» Ta «gpt-4» 3a0e3meuye sikicHe po3MTi3HABAHHS MOBIICHHS Ta
TEHEPAIlio CTPYKTYPOBAHKUX HOTATOK 13 BiICO Ta ay/io. MaTepiais.

BucnoBku. Po3po0nena cucrema aBTOMaTH30BaHOTO KOHCTIEKTYBAHHS JIEKIii HA OCHOBI BiJI€O Ta ayaio MaTepiajiB 3HAYHO
CTIPOIIYE MiATOTOBKY MaTepiaiiB JUIs CTYICHTIB 1 BUKIanaqiB. [Hrerpamis 3 Telegram Ta peanmizaris cuctemu yepe3 Telegram-6ot
3a0e3MeuyIoTh KpOCIIaTGOPMHICTb, JOCTYMHICTh Ta 3PYUHICTH BHUKOPHCTAHHS Ta BOAHOYAC AAIOTH MOMKIMBICTH YHUKHYTH
CTBOPCHHS J0JATKOBMX BeO- 4M MOOUIBHMX JOAATKIB JUIf WIMPOKOTO KoJa KOpHcTyBauiB. Buxopucramns mopem OpenAl
«whisper-1» JIeMOHCTPY€E BHCOKY TOYHICTh PO3Mi3HABAHHS MOBH, IO JIO3BOJHJIO TIJBHIIUTH SKiCTh TPAHCKPHIIIII MOPIBHSHO 3
IHIIMMY IHCTpYMEHTaMy, TakuMH sk Vosk abo FasterWhisper.

Kntouosi cnosa: asmomamuyne eedents Homamox,; posnizHasanus mosnenus,; Telegram-6om, modeni GPT; 06pobdxa aydio ma
gioeo; Whisper-1.





