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Background. Telecommunications developments lead to new mobile network technologies and especially 5G, which has
only recently been launched, sixth generation of which is already under active development. The development of new
technologies influence on both types of mobile traffic (V2V, [oT) and leads to the significant increase in the volume of existing
traffic types. Currently, existing methods of traffic processing are not adapted to such changes, which may lead to a
deterioration in the quality of service.

Objective. The purpose of the paper is to analyze the effectiveness of machine learning algorithms to solve the task of
traffic classification in mobile networks in real time.

Methods. The method of solving the problem of increasing the efficiency of information processing is the introduction of
new algorithms for traffic classification and prioritization. In this regard, the paper presents the urgent task of analyzing the
effectiveness of machine learning algorithms to solve the task of traffic classification in mobile networks in real time.

Results. Comparison indicated the best accuracy of the ANN algorithm that was achieved with the number of hidden layers
of the network equal to 200. Also, the research results showed that different applications have different recognition accuracy,
which does not depend on the total number of packets in the dataset.

Conclusions. This proceeding solves the urgent problem of increasing the efficiency of the mobile communication system
through the use of machine learning algorithms for traffic classification. In this regard, it can be concluded that the most
promising is the application of algorithms based on ANN. In future the aspect of anomaly detection based on traffic
classification and traffic pattern preparation should be investigated, as this process allows detecting attacks to network
infrastructure and increase mobile network security.

Keywords: traffic classification; anomaly detection; machine learning technics, artificial neural network; feature analysis,

traffic patterns; 5G network; accuracy, classification speed.
Introduction

The intensive development and implementation
of the latest 5G networks in recent years and the
prospects for the implementation of 6G have
revealed a number of new problems of modern
networks [1]. Compared to traditional 3G/4G
communication and traffic in cellular networks, 5G
adds a large number of semi-autonomous and
autonomous cars, various smart products, and many
different sensors. All of this can cause serious
problems in both the core network and the radio
access network (RAN) as it leads to congestion and
reduced quality of service. In order to prevent
congestion, it is necessary to improve the existing
methods of preliminary classification of traffic and
its further distribution for processing. A key feature
for effective traffic processing in 5G/6G networks
is network slicing [2], which allows system
resources to be distributed depending on the type of
application and to process each slice separately. For

the effective operation of this feature, preliminary
classification and marking (labeling) of traffic is
also very important.

The classification of network traffic allows you
to organize its differentiated service in accordance
with the requirements for the quality of service
(QoS) level [3], which allows you to allocate
network resources to ensure optimal QoS indicators
for different classes of traffic. For example, high-
priority network traffic or specific criteria matching
traffic should be singled out for special processing,
thereby helping to achieve peak performance for
both applications and the network as a whole.

In general, the running time of an algorithm
increases with the number of inputs, so it is
common practice to represent the running time of a
program as a function of the number of inputs.
Thus, a sharp increase in traffic will reduce the
effectiveness of algorithms.

Quality-of-service traffic handling may include
faster forwarding using intermediate routers and
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switches, or reducing the likelihood that traffic
packets were dropped due to lack of resources at
intermediate nodes.

The purpose of the work: analysis of the
effectiveness of machine learning algorithms for
solving the task of traffic classification in 5G/6G
mobile networks according to the criteria of
classification quality and speed. Based on the
results of the analysis, recommendations for the
application of machine learning algorithms should
be formed and their optimal parameters should be
determined.

1. Existing approaches

Classification of network traffic can be done
using information from various OSI layers. In our
work we rely on L2/L3 information only (IP
headers, ports).

Widely applied approaches [1-4] are RF, KNN,
ANN, AdaBoost and SVM. These algorithms were
used for comparative analysis in this paper. In
addition to machine learning algorithms, Deep
Packet Inspection (DPI) techniques can be used to
classify traffic. Deep Packet Inspection gives the
best accuracy, but it is not applicable for our case
is the most advanced technology for traffic
classification as it is the most accurate method.
However, the actual performance of DPI is still
unclear as the limited number of public datasets
limits the comparability and reproducibility of the
results [5].

2. Research pre-conditions and metrics

For traffic classification, a labelled datasets
from [6] were used. Whereas most network traffic
classification datasets only aim to identify the type
of application using the IP flow (www, dns, ftp,
p2p, telnet, etc.), this dataset goes a step further by
allowing the detection of specific applications such
as Facebook, YouTube, Instagram, etc., from IP
flow statistics.

An important feature of this dataset, in addition
to a large number of network applications, is a
significant number of packet fields, which are used
as features for model training and packet
classification.

At the first stage of research, a list of
applications that could not be successfully
classified based on the data of the studied dataset
was filtered. The number of available packets was
used as a filtering criteria. The 25 applications with
the fewest packets (fewer than 500 packets in the
dataset) were discarded.

Various metrics [1] will be used to evaluate the
effectiveness of machine learning algorithms:
accuracy, precision, recall, and F1 metric.

Accuracy means the ratio of correctly classified
samples (packets) of the traffic flow to the total
number of samples:

TP+TN

Accuracy = ——
Y TP+TN+FP+FN ’

(1)

where TR (True Positive) is the number of
packets that were correctly classified to a certain
application/service; TN (True Negative) is the
number of packets that were correctly classified as
not matching the application/service; FP (False
Positive) is the number of packets that were
incorrectly assigned to an application/service; FN
(False Negative) is the number of packets
incorrectly classified as not belonging to the
application/service. In some cases where the
dataset has an application/service representing the
majority of sample values, the accuracy score value
may not accurately reflect the performance of the
classifier model. To avoid this obstacle, other
performance evaluation metrics such as precision
and F1 metric was also used.

Precision is a measure of the ratio of positive,
correctly predicted packets in traffic to the total
number of positive classification predictions:

Precision =

)

Recall measures the ratio of actual positive,
correctly predicted packets in traffic:

TP+FP ’

TP
TP+FN

Recall = 3)
The F1 metric represents the average of clarity
and recall:
2-Precision-Recall

F1 = 2Zrecsiontecal (4)

Precision+Recall *
3. Results of the classifier efficiency
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For the balanced dataset, the best model
parameters and classification accuracy was
determined. Brief results of the comparison of
classification accuracy when using different
algorithms are given in Table 1. Detailed
description of used algorithms was describe in [7].
Table 1 shows the best values for RF, ANN, KNN
algorithms with training dataset and AdaBoost,
SVM algorithms with test dataset.

Table 1. Comparison of classification efficiency
for machine learning algorithms

Algorithm Accuracy | Precision | Fl-score
ANN 0.991 0.992 0.991
KNN 0.933 0.933 0.933
RF 0.993 0.993 0.993
AdaBoost 0.828 0.806 0.764

According to Tab. 1, overall classification
results are quite high, but these values are averaged
and different apps are classified with different
degrees of accuracy. The work also evaluated the
classification accuracy depending on the type of
application. Tab. 2 shows the results for the apps
with the best and worst recognition rates.

Table 2. Results of classification of apps by the

ANN algorithm

App (protocol) value | App (protocol) with | value
with the highest the lowest accuracy

accuracy

[P ICMP 1 CITRIX ONLINE 0.83
NTP 1 UPNP 0.82
TEAMVIEWER | 1 GMAIL 0.79
DNS 1 WAZE 0.77
SSH 1 TWITTER 0.77
FTP_CONTROL | 1 SKYPE 0.77

Results in Tab.1 received while whole dataset
was use for training and the same set of data was
use for test. On practice, it is an assumption and
need to use different parts of the dataset for
training and testing. This will bring the situation
closer to reality. Tab. 3 showed accuracy results for
different ways of dividing the dataset into training
and test parts.

Table 3. Results of classification of apps by the
ANN algorithm
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test_size accuracy
0.1 0.699
0.2 0.708
0.3 0.688
0.4 0.676
0.5 0.685
0.6 0.658
0.7 0.649
0.8 0.609
0.9 0.565

According to Tab. 3, split 90%-10% between
the training and test portions, allows getting an
accuracy of 0.699. When the split is 50%-50%, it is
to get an accuracy of 0.685. If the size of the
training part to be less than 50%, the accuracy
deteriorates significantly to 0.56-0.65.

Accordingly, for further research will be used
distribution as 80%-20%.

4. Optimization of the features number

During traffic processing, the speed of the
classifier determines the speed and efficiency of
the network as a whole (expressed in packet
processing speed) and possible packet losses rate.
Therefore, the task of ensuring maximum
performance of this device is relevant. Classifier
performance depends directly on the number of
fields to be processed. That's why in the given
work the problem of optimization of number of
fields used for classification has been solved.

As a basic method of classification ANN was
used with different hyperparameters values. A
dataset from [6] containing 82 features gives an
accuracy of 0.707 (with a distribution of 80%-
20%) was used.

4.1 Impact group of features on classification
accuracy.

To perform this part, we will combine the
classification features into groups. To do this, let's
divide the initial set of 82 features into 21 groups
according to their characteristics (Tab. 4).

Table 4. Distribution of features by groups

‘ Group ‘

Features in group
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Source.IP, Source.Port, Destination.IP,
Destination.Port

2 Protocol, Flow.Duration

Table 5. Impact of each group of features

Total.Fwd.Packets,Total.Backward.Packets,
Total.Length.of.Fwd.Packets,
3 Total.Length.of.Bwd.Packets

Fwd.Packet.Length.Max, Fwd.Packet.Length.Min,
4 Fwd.Packet.Length.Mean, Fwd.Packet.Length.Std

Bwd.Packet.Length.Max, Bwd.Packet.Length.Min,
Bwd.Packet.Length.Mean, Bwd.Packet.Length.Std

Flow.Bytes.s, Flow.Packets.s

Flow.IAT.Mean, Flow.IAT.Std, Flow.IAT.Max,

7 Flow.IAT.Min

Fwd.IAT.Total, Fwd.IAT.Mean, Fwd.IAT.Std,
8 Fwd.IAT.Max, Fwd.IAT.Min

Bwd.IAT.Total, Bwd.IAT.Mean, Bwd.IAT.Std,
9 Bwd.IAT.Max, Bwd.IAT.Min

Fwd.PSH.Flags, Bwd.PSH.Flags, Fwd.URG.Flags,
10 Bwd.URG.Flags

Fwd.Header.Length, Bwd.Header.Length,
11 Fwd.Packets.s, Bwd.Packets.s

Min.Packet.Length, Max.Packet.Length,
Packet.Length.Mean, Packet.Length.Std,
12 Packet.Length.Variance

FIN.Flag.Count, SYN.Flag.Count, RST.Flag.Count,
PSH.Flag.Count, ACK.Flag.Count, URG.Flag.Count,
13 CWE.Flag.Count, ECE.Flag.Count

14 Down.Up.Ratio,

Average.Packet.Size, Avg.Fwd.Segment.Size,
15 Avg.Bwd.Segment.Size

Fwd.Header.Length, Fwd.Avg.Bytes.Bulk,
16 Fwd.Avg.Packets.Bulk, Fwd.Avg.Bulk.Rate

Bwd.Avg.Bytes.Bulk, Bwd.Avg.Packets.Bulk,
17 Bwd.Avg.Bulk.Rate

Subflow.Fwd.Packets, Subflow.Fwd.Bytes,
18 Subflow.Bwd.Packets, Subflow.Bwd.Bytes

Group Accuracy Precision
1 0.624 0.865
2 0.716 0.882
3 0.715 0.886
4 0.695 0.879
5 0.710 0.893
6 0.704 0.883
7 0.700 0.875
8 0.708 0.883
9 0.706 0.887
10 0.706 0.866
11 0.705 0.880
12 0.714 0.878
13 0.697 0.882
14 0.707 0.867
15 0.707 0.886
16 0.705 0.871
17 0.701 0.873
18 0.709 0.879
19 0.686 0.881
20 0.703 0.873
21 0.705 0.878

Init_Win_bytes_forward,Init_Win_bytes_backward,
19 act_data_pkt fwd, min_seg size forward,

20 Active.Mean, Active.Std, Active.Max, Active.Min

21 Idle.Mean, Idle.Std, Idle.Max, Idle.Min

For example, group 1 (Tab. 4) combines ports
and sender/receiver addresses, group 3 includes the
characteristics of the number of packets sent and
received in general, and group 7 includes typical
time intervals between adjacent packets of the
same type (deviation time between two packets).

After this combination, the impact of each group
will be assessed by not considering it during the
classification process.

The calculation results are shown in Tab. 5.

As can be seen from the table, all groups except
group 1 have a minor impact and the exclusion
(loss) of one group does not reduce the overall
classification accuracy, but since the groups
influence each other, the loss of several groups at
once can lead to a significant deterioration in
accuracy.

It is also important to emphasize the importance
of group 1, which contains ports and IP addresses,
for the classification, and not taking it into account
immediately worsens the accuracy by 0.08.

4.2  Impact of
classification accuracy.

individual _ features on

Filtering of classification features that are
present in only a small number of packets (rarely
found in packets) will potentially speed up the
classification process and simplify system setup at
the expense of a slight deterioration in accuracy.
As a result of such actions, the number of features
was reduced to 54 (Fig.1) with similar accuracy
0.693 (Tab. 6). This feature set marked as
“medium”.

feats importance large = [
'Destination.IP', 'Destination.Port',
'Source.IP', 'Init Win bytes forward',
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'min seg size forward',
'Fwd.Packet.Length.Max"',

'Init Win bytes backward',
'Flow.IAT.Max"',

'Source.Port', 'Flow.Duration',
'Fwd.Packet.Length.Std', 'Bwd.IAT.Total',

'Avg.Fwd.Segment.Size',
'Fwd.Packets.s', 'Fwd.IAT.Total',
'Fwd.IAT.Max"',

'Fwd.Packet.Length.Mean',
'Subflow.Fwd.Bytes', 'Flow.Bytes.s',
'Min.Packet.Length',

'Total.Length.of.Fwd.Packets',
'Bwd.IAT.Max', 'Packet.Length.Variance',
'Bwd.Packets.s"',

'Flow.IAT.Mean',
'act data pkt fwd',

'Fwd.Header.Length',
'Max.Packet.Length',
'Flow.Packets.s', 'Flow.IAT.Std',

'Packet.Length.Std', 'Idle.Max',
'Fwd.Header.Length.1"',
'Bwd.Packet.Length.Mean',
'Fwd.Packet.Length.Min',
'Bwd.Packet.Length.Std',
'Avg.Bwd.Segment.Size',
'Average.Packet.Size',
'Total.Length.of.Bwd.Packets"',
'Packet.Length.Mean', 'Fwd.IAT.Mean',
'"Fwd.IAT.Std', 'Flow.IAT.Min',
'Bwd.IAT.Mean',
'Bwd.Packet.Length.Max"',
'Subflow.Fwd.Packets',
'Total.Fwd.Packets',
'Total.Backward.Packets',
'Bwd.Header.Length', 'Subflow.Bwd.Bytes',
'Subflow.Bwd.Packets',
'Idle.Mean', 'Fwd.IAT.Min',
'Down.Up.Ratio', 'Idle.Min']

Fig. 1. Large set of classification features

'Bwd.IAT.Std',

The next step will be multi-criteria optimization
of classification features by checking the level of
influence of each feature on accuracy and further
reducing the number of features with an acceptable
loss of accuracy. As a result, a list of 18 most
important features (Fig. 2) was obtained, which
ensures an accuracy of 0.638 (Tab. 6). This feature
set marked as “small”.

feats importance small =
['"Destination.IP', 'Destination.Port',
'Source.IP', 'Fwd.Packet.Length.Max"',
'Source.Port', 'Flow.Duration',
'Fwd.Packet.Length.Std', 'Bwd.IAT.Total',
'Fwd.Packet.Length.Mean',
'Subflow.Fwd.Bytes', 'Flow.Bytes.s',
'Bwd.IAT.Max"',

'Bwd.Packets.s', '"Flow.Packets.s', 'Bwd.IAT
.std',

'Fwd.Packet.Length.Min', 'Bwd.IAT.Mean',
'Subflow.Fwd.Packets']

Fig. 2. Small set of classification features

In addition to the size of the dataset, the
accuracy and speed of classification are affected by
the settings of two hyperparameters.

First of them is batch size. This is a
hyperparameter, which defines the number of
samples to work through before updating the
internal model parameters. Second one — the
number of epochs. This is a hyperparameter,
which defines the number times that the learning
algorithm will work through the entire training
dataset.

The two hyperparameters are interrelated and
the results showed that reducing the batch
parameter, leads to an increase in 1 epoch
miscalculation time (Tab. 7):

Table 7. ANN hyperparameters

Batch size Epoch calculation time
128 ~ 6 sec
64 ~ 10 sec
32 ~ 17 sec

A summary result for classification speed and
accuracy values are shown below (Tab. 8).

Table 8. Accuracy for different
hyperparameters values and different features set
size (82, 54, 18)

Batch size / Classification time / Accuracy

epoch number | Origin (82) |Medium (54)| Small (18)

128 /10 70.1s/0.700 67.7s / 0.668 66.09s / 0.611

64 /10 108.28s/0.711 105.1s/0.699 | 98.21s/0.646

32/10 189.1s/0.723 184.7s/0.714 17435/ 0.655

128 /50 322.35/0.773 304.7s /0.765 281.7s /0.700

64 /50 718.2s/0.775 578.6s/0.770 513.95/0.705

32/50 1166s /0.784 897.35/0.772 805.6s/0.71

128 /100 612.1s/0.792 601.1s/0.779 | 547.6s/0.719

64 /100 1117.8s/0.794 | 1043.7s/0.788 984.8s/ 0.725
As (Tab. 8) batch increases (64—128),

performance improves from 105.1 sec to 67.7 sec,
but accuracy deteriorates from 0.699 to 0.668
(medium feature set). Increase of epochs number
(10—100) improves accuracy from 0.700 to 0.792,
but performance significantly decrease from 70.1
sec to 612.1 sec (original features set).
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Conclusion

The results of the comparative analysis showed
that the best accuracy rates can be achieved when
using ANN and RF algorithms.

During features set optimization, needed
features number was decreased from 82 to 18
(reduced on 78%). Reducing the number of
features allowed us to improve the classification
speed by 8% for a large number of epochs (50) and
by 12% for the number of epochs = 10, for batch
parameter is 64.

The fastest performance can be obtained for
hyperparameters batch/epoch = 128/10 by reducing
the number of features to 54 (67.7 sec) and 18
(66.1 sec), however this leads to a significant drop
in accuracy to 0.668 and 0.611 respectively.

In summary, if the highest performance is
required, the recommended settings are
batch/epoch = 128/10 and using a small (18) or
medium (54) set of features.

The best accuracy is achieved by increasing the
number of epochs and decreasing the batch
parameter, which negatively affects the
performance. Thus, the accuracy value on the test
dataset 0.794 1is achieved in ~1117 sec (with
batch/epoch = 64/100), which may be unacceptable
when it is necessary to ensure low latencies in the
5G network.

Thus, to ensure high classification accuracy at
an acceptable speed, batch/epoch = 128 / 100
hyperparameter values are recommended for use,
which provide an accuracy of 0.779 for the reduced
set of 54 features and an accuracy of 0.792 for the
original set of 82 features.

On the whole, the results (Tab. 8) show that
reducing the number of features to 18 is not
effective, since the gain in performance does not
overlap the loss in accuracy, and almost all results
of the minimal feature set (18) overlap the results
of the medium (reduced) set (54) at other values of
hyperparameters (batch/epoch). For example,
classification time 98.21s and accuracy 0.646 for
the minimum feature set (batch/epoch = 64/10)
overlap with 67-70.1s / 0.67-0.7 for batch/epoch =
128 / 10 for the medium and original feature sets,
respectively.

The scientific novelty of the work is to
determine the parameters of machine learning

algorithms that are optimal in terms of accuracy
and speed to solve the problem of traffic
classification in 5th and 6th generation mobile
networks. In addition, scientific novelty should
include an assessment of the importance of the
parameters (fields) of the dataset for classification.
The proposed algorithms and parameters are the
first stage of multi-step processing of packets in the
network, which, together with clustering, slicing
and distributed processing, will improve the
efficiency of the mobile communication system in
general.

The practical significance of the work lies in the
possibility using the specified algorithms with the
proposed parameters to improve the efficiency of
packet classification in the S5th and 6th generation
mobile communication network.
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Acmpaxanyes A.A., I'noba J1.C., lasudwk A.M., Cywrxo O.B.

HanamryBaHHS mapaMeTpiB aiaropuTMiB MAIIMHHOTO HABYAHHS /ISl MiIBHINEHHS LIBHAKOCTI Ta TOYHOCTI
kaacudikauii Tpagiky

IpobaemaTuka. Po3BHTOK TeleKOMyHiKaIlilf MPU3BIiB 1O HOBHX TEXHOJNOTiH MOOINBHHX Mepex, i ocobmmBo 5G Oymo
3aIyIIEHO JIAIIE HeIIOJABHO, IIOCTE MOKOTIHHS SKOTO BiKE aKTUBHO PO3pOOIAeThCs. PO3BUTOK HOBIX TEXHOJOTIH CTOCYETHCS
o6ox trmiB MobinsHOTO Tpadixy (V2V, [oT), i mpu3BoANTS 10 3HAYHOTO 30UTBIICHHS 00CATY icHYIounx Tumis Tpadixy. Hapasi
icHytoui Metomu o0poOkm Tpaiky HEe afanTOBaHI 1O TakMX 3MiH, IO MOXKE MHPHU3BECTH N0 MOTIPIICHHS SKOCTI
00CITyroByBaHHSL.

Merta pociimkenb. AHami3 eQeKTHBHOCTI alTOPUTMIB MAIIMHHOTO HABYAHHS JUIS BHPIMICHHS 3a1adi Kiacupikamil
Tpadiky B MOOLTEHIX Mepekax y pearTbHOMY daci.

Metoanka peanidanii. Merogom BupimeHHS TpoONeMH MiABHINEHHS e(eKTUBHOCTI 00poOku iHdopmamii €
BIIPOBAKCHHS HOBUX ANTOPHTMIB Kiacudikarii Ta mpiopuresanii Tpadiky. Y 3B’s3Ky 3 UM y poOOTi IIOCTaBICHO aKTyaJlbHY
3a7a9y aHami3y e()eKTHBHOCTI alTOPUTMIB MAIIHHOTO HABYAHHS JUIS BUPIMICHHS 3a1adi Knacudikarii Tpadiky B MOOLTBHHEX
Mepexax y peKnMi peanbHoro Jacy.

Pesynbratn pocaimxkens. [TopiBHAHHA mokasano Haikpamy Ttounicts anroputMy ANN, ska Oyma JocsArHyTa IIpH
KUIBKOCTI MPUXOBAHUX IIapiB Mepeski, mo gopisHioe 200. Takoxk pe3yabTaTH AOCTILKEHHS IOKa3ald, 0 Pi3HI alTOPHTMH
MaloTbh Pi3Hy TOYHICT PO3Mi3HABAHHS, SKa HE 3AJICKUTH BiJ] 3arallbHOI KITBKOCTI MEPEKHX MaKeTiB JTAHNUX B TaTaCETI.

BucHoBKkH. Y 1iif poOOTi BUPINIYEThCS aKTyanbHa MpoOiIeMa ITiIBUIICHHS e()eKTHBHOCTI CHCTEMH MOOLTEHOTO 3B’ 3Ky 32
PaxXyHOK BHKOPHCTAHHS alTOPUTMIB MAIIHHOTO HaBYaHHSA Kiaacudikamii Tpadiky. Y 3B'I3Ky 3 IUM MOXHa 3pOOUTH
BHCHOBOK, III0 HAHOUIBII MEPCIIEKTUBHUM € 3aCTOCYBaHHS alropHTMiB Ha ocHOBI LIIHM. ¥V maitOyTHROMY CITif MOCITIKYBaTH
aCTeKT BUSBIEHHS aHOMANii Ha OCHOBI Kimacuikamii Tpadiky Ta MiArOTOBKH INAaONOHIB Tpadiky, OCKINBKM Lell mporec
T03BOJISIE BUSABIIATH aTaky HA MEPEXKEBY IHPPACTPYKTypy Ta MiJABHUITYBaTH Oe3MeKy MOOLIBHOT Mepexi.

Kniouosi cnosa: xnacugpixayis mpaghixy, 6usenenus anomanii, MexHiKu MAWUHHO20 HABYAHHA; WMYYHA HeUpOHHA
Mepedica; ananiz o3nax; nammepnu mpagixy, mepedxca 5G; mounicmv, weUOKicms Kiacugikayii.





