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In order to satisfy the users' requirements forgrauctivity and efficiency of tasks implementatithe grid-system should
implement the effective algorithm of tasks disttibn between the computing resources accessiltfeeanoment. The prima-
ry purpose of such load balancing in the grid-sysi®to reduce the time necessary for the usesksitaplementation. Moreo-
ver, it will provide efficient usage of the commgiresources and eliminate such a situation thaes@sources stand idle
when the other are overloaded with users' taskieimgntation.

Introduction gories is extremely important and it is not possitd

Despite the load balancing algorithms in computin(g]eve'op a system for each category of task.

resources in Grid are being studied for a long tamd General information
the availability of many ready algorithmic decisioas

I t imol ati the intensiveatic Task scheduling is a well-known problem for dis-
well as software implementations, the intensive ngibuted computing. Extensive research on this lgrob

opment of Grid technologies and improvement of mi spplied to Grid environments has been conducted by

dleware makes the problem of load balancing antbup-Buyya [1], Foster [2], Heiss [3]. Nevertheless, rgve
date and the interest towards research activitiethis specific Grid environment may require its speckfio-

area d(_)es not dgcrease. The main purpose of gadh Iker algorithm according to the tasks being schetloke
balancing in Grid is to decrease the overall exenut restrictions of the environment

time for the user's task and ensure utilizationcehcy The common form for the resource state evalua-
of the computing resources. tion is (1):
The main tasks that require Grid are the following: _
» large number of tasks with low requirements P= f(Xl’XZ""’Xn) 1)
regarding the resources. Such tasks are execut-where P is an evaluation rank for a computational
ed over a short period of time; resourcef is some function which implements a
« large number of tasks with high requirementgesource evaluation algorithm of a broket,.x, are

regarding the resources that are executed oveg@nputational resource parameters. _
long period of time. Thus, the task of finding an optimal resource

Examples of such tasks are as follows: for task execution means finding an optimal reseurc

« ALICE experiment data processing. Usually’ank according to the algorithm used. This can be a
such task requires 1 processor; the data draximum or minimum value for some set of computa-
transferred to the resource in the course of cdional resources.
culation, maximum running time is 24 hours. If there are some parameters that can be omitted
Number of such tasks can range up to hundreidiite resource state evaluation, then (1) can beitre
of thousands; ten as (2):

* Calculation of molecular dynamics tasks. This P = f(X,X,,..X , ¥, Y-y, ), @

category of tasks requires a big number of pro- wherex;..x, are mandatory parameters for resource
cessors, transfers a small amount of data fo L y P

; ) : . Slate evaluation,;y..y, — not mandatory parameters.
calculation, maximum running time of such 1Y--Ym yp

tasks is up to months. Number of such tasks can Global task scheduling approaches
range up to thousands. and problems
Hence, the use of a single strategy for distributd
various categories tasks is not efficient. The tsmhs to
this problem are specialized Grid systems suchlas A
iEn Grid, WeNMR. However, the number of tasks cate-

Global Grid segment architecture can be:

1) centralized — this approach has on central queue
for whole of the Grid segment. Grid users sub-
mit their tasks to this queue and they are distrib-
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uted among the computing resources. Although
this approach has more options for task execu- «
tion control, the central queue can be a single
point which may cause failure for the whole

All resources are managed by ARC;

Various calculation subjects: molecular dynam-
ics, physics, chemistry, astronomy etc., a high
number of virtual organizations.

Grid segment. Example for this architecture igpecifics of brokers in Nordugrid ARC:

glLite.

2) decentralized — in this approach there is no cen- «
tral queue. Grid users pass tasks directly to the
qgueues of available computing resource. Such .
architecture is more stable, nevertheless, it is
more complicated to control the resource load
and task scheduling. Example for this architec-
ture can be Nordugrid ARC.

The main problems for task scheduling are:
» tasks are being distributed to resources inappro-
priate for execution;

Availability of only simplified policies for tasks
distribution

The system is targeted at ATLAS [6-9] experi-
ment data processing with prevailing short
tasks having small amounts of data. The broker
that draws a conclusion regarding the target re-
source taking into account the amount of re-
quired data in the computational resource cache
was developed specifically for this experiment.
In such way it decreases the data transfer time.

« broker does not take into account current status 'herefore Ukrainian segment lacks brokers suitable

of a resource;

for efficient distribution of tasks of all categesi

- the task is being executed for too long time be- In reality the tasks that require 10-30 processoes
cause of too slow resource and is dropped b&€nt to the cluster of the Cybernetics institute drey
cause of maximum execution time exceeded:; await for days in a queue to be executed. Shoast

« Broker delivers tasks to a resource with lon§an also be directed there and also wait in queue.

task queue;

* Some of the resources stay without load after all *
of the tasks have been dispatched, some stay °
with long queue.

Problem definition for UNG

Ukrainian Grid infrastructure is made by the use of
ARC (Advanced Resource Connector) middleware also
known as project NorduGrid [4].

Hence the goal of the optimal broker for UNG is:

submit shorter tasks to weaker resources;
submit longer tasks to more powerful re-
sources;

choose the resources with the earliest start time
for the task.

M ethods for resource brokersdesign

for Nordugrid ARC

In ARC both 0.8 version and new ARC 2.0 version General sequence of stages in the process of task
use full maximum decentralization as the main ppilec submission is the following (Fig. 1):

therefore the personal broker is installed on every
workbench of the Grid network user. The brokeriscfu
tion is to opt for the best resource to executeuter’s
task in the Grid network.

Currently in UNG the random selection of the re-
source is used, however it does not take into atabe
current state of the existing resources. For mdiie e
cient distribution of load among the resources quaab
brokers which take into account both the curreatiesof
the resources and the load balancing policy shbeld
developed. Nordugrid ARC package contains the sim-
plest policies therefore the suggested methodsbean
used not only in UNG but also for other segment$ an
virtual organizations having specific and genegiaks.

The specifics of Ukrainian Grid infrastructure are
the following:

* 38 clusters with low computational perfor-

mance [5];

« Only 2 high computational performance re-

sources are available;

Task parsing

v

Information system query
for available resources

v

Additional steps for
getting information about
computational resources

v

Filtering out
computational resources

v

Resource integral
characteristics evaluation

v

Task submission to the
selected resource

Fig. 1 Steps performed while submitting to a corapahal

resource.
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1. Task is being parsed, checks for description Nordugrid ARC 2.0 platform enables use of web
correctness are performed; services for implementation of special purposeisesv
2. Information system is queried for a list of avail-Therefore, it is possible to implement a servic thill
able computational resources is discovered; return an extended information about the resource.
3. The algorithm queries external data sources fdfonitoring systems such as Nagios etc. can alsanbe
additional information about the available reother source of extended information. The artidlg] [
sources from the list fetched on step 2. reviews the option of the broker development for
4. The algorithm performs checks for computaUkrainian Grid segment [12]. The brokers suggesied
tional resources and filters out those which dourrent article do not require installation of seeg be-
not satisfy task requirements or other reyond the platform Nordugrid ARC.
strictions. From the architectural point of view the brokers fo
5. Resource integral characteristics evaluation Nordugrid ARC can be divided into:
the algorithms performs rank calculation, then «  constant — modules compiled into the program
the resource list is sorted according to this rank. «  variable — such modules can be changed with-
6. Task submission — the task description together out recompilation of the entire code of client’s
with its data is passed to the selected computa- software. For instance it is possible to occa-
tional resource for execution. sionally download broker updates within the
Steps 3-5 are to be implemented in order to develop frameworks of a certain project. The algorithm
a personal broker algorithm. code in this case is written in scripting language
The following is required to design an efficienbbr Python. During running the program of task
ker: submission the list of candidates-resources is
e To define the task area and environment re- submitted to the present script and the script re-
quirements for which the broker can carry out turns the ranked resources lists at the output.
efficient distribution between the resources; From the algorithm point of view brokers can be di-
e« To ensure information receipt from the inforvided as follows:
mation system; «  brokers calculating overall estimation coefficient
* To define the criteria for rejection of the re- for a resource. It may take into account both stat-
source candidate; ic and dynamic resource characteristics as well

« To define the set of characteristics to be used

for load evaluation of the computational cluster;
To develop the sequence of steps for ranking

the clusters list and rejection of clusters not °

suitable for task requirements.

To develop the procedure for tasks sending se-
guence in case of need to simultaneously dis-
tribute few tasks.

as static task requirements for the resource
which enables balancing the load between the
resources according to a certain policy;

brokers using table method — resources ranking
is carried out in accordance with already accu-
mulated data regarding the duration of certain
types of tasks existing in the project.

Main information sources about Nordugrid ARC re-

sources are:

AREX - service controlling the tasks execu-
tion. Returns the list of static and dynamic
characteristics described by GLUE 2 schema,;
Infosys — information system Nordugrid ARC
for version 0.8 and lower. It is based on
OpenLDAP and contains the list of registered
computing resources and their current state for
static and dynamic characteristics;

ISIS — represents a registry of services that ena-

There are two methods of resources ranking:

» Consecutive evaluation and rejection of re- *
sources based on each criteria;

» Calculation of integral characteristic for each
resource and further ranking according to this °
characteristic.

The second approach has already been discussed in
few articles, in particular [10], in which authonave
developed an integral characteristics of the resour
based on its specific capacity, memory space, numbe *
of processors, processors loading during the pneged ble obtaining the information about the re-
minute and the rate of network load for the reseurc sources.

In Nordugrid ARC resource broker is located on the Possible additional sources are:
client side because this platform uses decenthliqe « Additional services of Nordugrid Arc platform.
proach. Thus, every Grid client can use its owrk&ro  «  Monitoring systems Network Weather Service,
implementation (Fig. 2) Ganglia and others;

e Other sources.
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In order to simulate the possible enhancements 107
Nordugrid ARC broker we performed a set of simularig.4 Resource load for Best Suitable policy
tions in order to research the efficiency of diéietr ap-
proaches. We used Alea3 and metacenter.mwf task fil The set of tasks has been processed in about 55 day
for broker simulation with 1000 tasks to process. (Fig. 4), which shows much better efficiency thaanR
Random dom algorithm, although this approach is stillistand

o ] ) ] ) does not take into account current state of theures.
This is a default static algorithm in Nordugrid ARC

which is used in UNG. This approach selects ranglom| Earliest Start time prediction

an available resource and then passes the task to i This dynamic broker uses execution time estima-
While using this approach the set of tasks has begéns from task registry service, which stores task-

processed in more than 400 days with unbalanceti logution time evaluations for every task type in the

(some resources are overloaded for a certain pefiodmain of tasks and also a task tracker service which

time, some remain free and have no incoming taskStracks execution percentages for every task.

the queue) (Fig. 3).



28 INFORMATION AND TELECOMMUNICATION SCIENCES VOLUME 5NUMBER 1 JANUARY— JUNE 2014

000 Average utilization per day 000 Average utilization per day |

Cluster usage per day [¥] Cluster usage per day [¥] !
cluster_9... I 0 rEEE 100% cluster_9... | | ri el N fe— ] 100%
cluster_0... L | cluster_0... I B D . |
cluster_2.. [ M cluster_2.. I N |
cluster_l... i NE R | cluster_L... T [ T 5% |
cluster_8... Il . cluster_8... E N E iR i
cluster_4... | 0] |- cluster_4... ]
cluster_14... N mIimEn cluster_14... |
cluster_13... B I O m i cluster_13... I
cluster_S... Nl I ] cluster_S... |
cluster_12... —_— cluster_12... b — - _—— ] ]
cluster_7... IR mon cluster_7...
cluster_3... 1] Il I . cluster_3... | | [ | [
cluster_10... T cluster_10... |
cluster_6... | Hmann cluster_6...
cluster_11... m - | ! ; , cluster_11... m

0 10 20 30 40 50 0 S 10 15 20 25 30 35 40 45
days mdown days -dowrr

Fig.5 Resource load for Earliest Start policy Fig.6 Resource load for Earliest Start policy withcheduling

The rescheduling feature uses the first free resour
available. In order to extend this approach itasgible
to evaluate the free resource to find a free resowith
the best productivity. This improvement gives dases
fask set processing time to 41.8 days (3% boost com
paring to the previous approach). (Fig. 7)

The earliest start time on a certain resource auev
ated by (3):
TL; =X, 1t (1 —py) 3
whereTL — estimated time left until tasks that wer
submitted to thg-th resource will be accomplisheu;-
number of tasks delivered to the resoultg,— a func-
tion which estimates the length of the tasg — com-

pleted percentage for the task 000 Average utilization per day |
The simulation showed considerable improvemei Cluster usage per day [¥] '
in productivity comparing to the previous one toget custers.. === EEENE I 100t
with more balanced load across the computing r e, —— D
sources. The set of tasks has been processeddayd7 i3 e

(Fig. 5). Nevertheless, this approach needs adwitio St

software and task evaluations for different CPUetyp guse-2-

However, it can be used for the sets of tasks wimergt ~ &luste-12-

of the task types are known and thus their exegutigse-3. LI lLL —
times are already evaluated. cluster ...
cluster_11.. I ————
Resourceload for Earliest Start policy L R .
daYS maown

with rescheduling

This is an extension for the algorithm described iRig.7 Resource load for Earliest Start policy wi#lschedul-
previous section. ing to a resource with the best productivity.
This broker uses execution time estimations from
task registry together with task transfer to fregources ~ The software required to run this broker is the sam
from the long queue of another resources. as for the previous approach, however the tracaertt
The rescheduling approach uses server-requesteatk the task URI change after the rescheduling ha
policy, when a server which has no load asks itghme been completed. The data schema for services wrsho
bor resources for task which stand in a long quewg on Fig.8. TaskTypes table stores the task typegdis
thus, have to wait for a long time before theirarmn gether with the function which estimates execution
starts. If there is such task — it is transfered free re- time. Such functions can be written in some intetqut
source which starts its execution immediately [13].  language like Lua, which can be interpreted via @& A
The simulation showed further improvements fointerface and can represent a function calculatirey
productivity: the same set of tasks has been psecestask time using input parameters or just returargpn-
in 43 days (Fig. 6) which gives another 10% boost. ~ stant number. Task table tracks the URI changeafor
task and its completed percentage.
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