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The error-correcting capabilities of regular LDPCoW Density Parity Check) codes and BCH (Bose-Chaué
Hocquenguem) codes are examined. The qualitatiséysie and the quantitative assessment of erroecting abilities are
performed for LDPC codes with code word length r3L0its and BCH codes with code word length n=16i28 The code
rates of LDPC and BCH codes are determined foroavkinsignal to noise ratio in the gaussian chardetkcted code rates are
optimal for predefined modulation type and requirddrmation reliability on the receiver side.

Introduction — Channel parameter: SNR = 0...14 dB;
— Shift keying manipulation: QPSK;

Significant interest has raised for LDPC (Low Den- Code word length for antinoise codimg:1000 for

sity Parity Ch_eck) codes re_cently. The importante ?DPC codes and=1023 for BCH codes:
LDPC codes is shown by different standards and rec-_ Requirement to the bit error reliability on the r
ommendations, where LDPC codes are used: DVB-S2 q y

e : Ceiver side: 16.
IEEE802.16 et al. [1]. Theoreticians and practicesr- . )
ror control coding area renewed a level of intetest Output parameters are LDPC and BCH coding rates:

LDPC codes over the world. Many scientific publicaBLDPC andRecy. To reach the goal of research, the anti-

tions devoted to LDPC: [2-4] (Great Britain) [S]m)iS(.e code rateB.ppc andRecy are found to achieve
(USA), [1] (Japan) and others. required information reliability on the receivedsiif

LDPC codes are block structured linear divisibléhe described eniry parameters above are knowangiv

codes. The LPDC codes are introduced for the fiyst Code rate values are compared and the best error-
R. Gailagher in 1962 [6], but interest was notaatied correcting m_ethod {LDPQ’ BCH} on the criterion

to them so much at that time. These codes have baGHA% duax} is chosen. This task can be schematically
forgotten for several tens of years. Here is thd eg- pre;gntti(i a;‘asirf:(?[\;vgk()ig i]i;?é# .of antinoise code wit
planation [7] of the reason why LDPC codes eXplora}ﬁaxirr’laI code rat®R and code distance values, and
tion was held up after Gallagher’'s publications asd _, .. . ’

sumed in 1998. Turbo codes were discovered in tm-'s is a fundamental problem of coding theory {10]
middle of 1990 and have iterative decoding proceslur

with attractive error-correcting characteristicdereas

LDPC codes have iterative decoding procedures ds w h?=const,dB h?=const,dB
[8], an interest was aroused for these codes towas QPSK2 QPSK ]
assumed that LDPC codes stand as well closely| ppi=10 Poit_req=10
Shannon limit as turbo codes, and this was coraibdr | LDPC:n=1000 {RnaxOmat | Rioec, sehy — ?
in relevant researches [2, 7]. BCH: n=1023

BCH codes (Bose-Choudhury-Hocquenguem), { Puirec=10° E

turn, are one of the best block codes. The chaistits
of BCH codes are shown in [9].

The goal of this research is LDPC and BCH codes
comparison. Criteria for comparison are the nedéni
tical code word length, equal shift keying manipiola,
known channel parameter SNR (Signal to Noise Ratioge
same required bit error probability on the receamed.

Fig. 1. Statement of the problem

The next subtasks were set up to achieve the goal:

— Development and implementation the search pro-
dure of minimal LDPC code distance when the code
length and check matrix parameters are predefined;
Problem statement — Determination of positions the LDPC and BCH codes

The entry parameters for task are below: points in coordinateR = f (d/2n);
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— Definition the maximum antinoise code rate tlsat i It is shown in [11] that regular LDPC codes more of
able to provide required bit error reliability. ten demonstrate better characteristics than namaeg
L DPC and BCH LDPC codes. It's shpwn_in [2] tha_t regular LDPC esd
codes char acteristics have better properties in Gauss!an c'hannel thaﬁ_non
regular LDPC codes. Together with this, the condi
BCH codes are characterized by the possibility tare presented in [5] when non-regular LDPC codes
form the antinoise code with predefined errorhave better characteristics actually. Therebyeeithg-
correcting abilities such as minimal code distadce ular LDPC codes or non-regular LDPC codes are enti-
The BCH code exists for any valugsandt=(d-1)/2 tled to existence in the theory and practice oinaige
with code lengtm=2"-1 that corrects all combinationscoding.
of t or less errors number; this code mascorrective Forming of regular LDPC codes is defined in con-
bits in the code word. Thus, the BCH code length caecutive order. Regular LDPC code with a code tengt
not be chosen randomly and depends from the parameorms based on the check matHx Check matrixH
ter m; BCH code length always has an odd value. Theas a fixed value of “ones” in the matrix ray and a
properties of some BCH codes with parametsil0 fixed value of “zeros” in the columw, [2]. It's con-

l - .
and code length'2-1=1023 are shown in the Table I. sidered that check matrbt has a low density of “ones”

TABLE I. BCH CODES when density of “ones” in check matrix is less than
50% of all the check matrix elements.
n | k Jnksmt|t | R The LDPC code error-correcting ability is specified
1023 1003| 20 2| 09 o X
10231 993 | 30 3T 0.91 based on specific parameters of check madrixi, W, ,
1023 | 983 | 40 4| 0.9¢6 W, . At the same time, positions of “ones” in the dhec
1023| 973 | 50 5| 0.95 ) . .
matrix H are based on random permutations the basic
1023] 783 | 240 24 0.7 sub matrixH; columns. Each column of basic sub ma-
1023 773 | 250 23 076 trix H, includes only solus “one”. The regular LDPC
1023| 763 | 260 24 0.7% ) ' ) .
10231 753 | 270 >4 0.74 code rate is defined as a function of check mairpa-
. rameters (3):
1023] 243 | 780 74  0.24
1023 233 | 790 79 0.23 n- nﬂ—(w -1)
1023| 223 | 800 8d 0.2% W, ¢ W, W, -1
1023] 213 | 810 81 021 R= =l T (3)
1023 | 203 | 820 84 0.2 n ' n

Withal, LDPC codes check matricéd$ with the

) same matrix parameters, but different positions of

As follows from example, BCH code with codegnes” in check matrix, can generate antinoise sode
lengthn=1023 can be formed with code rate step 0.0}ih different code distances and respectivelyedéht
Herewith the BCH code rate decreases linearly vétseresrror-correcting abilities. Hence the task raisesdarch

error-correcting C;eibilg)giong%rease& 1y the best check matrid with known parameters, W,
- ' O (1) W, by the criterion of maximal error-correcting atyili
- 1-R (2) Of LDPC codet,,, <(d,,~2)/2.
0,0098 LDPC code check matrid can be represented as:
Inaccuracy of (1) and (2) is lower than 2.2%. H,
Let’s turn to the LDPC codes characteristics. LDPC H = T (H,)
codes are not analytical and this is one of théedif :
ences from BCH codes. LDPC code properties cannot Ty 1 (H,) )

be defined analytically as a result of this.

A lot of LDPC code madifications exist, and most of Where H,; — basic submatrixyz(H,) — submatrices
them are not explored in full. Together with thédl are generated by random rearrangement of basicasubm
LDPC codes are classified by two groups: regular amrix columnsH,, i=1,2,...W1.
non-regular. These two groups are differentiatedhiey ~ Check matrixH can be transformed into the matrix
check matrix construction that used for encodind afgorm:
decoding code words. Non-regular LDPC codes are H=[All.], (5)
built based on regular LDPC codes [8]. "
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Where A — some non-sparse fixed matrix with “zevalue can be found from matricesand G by search,
ros”, “ones” and dimensior‘(s(n—k)Xk); I —identi- butthe given code distance value can be not thefoe
N . . used LDPC matrix parameters.
ty matrix with dimensiongn-k)x(n-k) . The genera- The study of LDPC code error-correcting abilities
tion matrixG can be represented as: with code lengtm=1000 bits is performed in this work
G=[1,|-A"] (6) based on the theorems 1 and 2. This idea is shown o

Fig. 2.

If the check matrix7 is presented as (5), then the gThe line #1 (Fig. 2) indicates the code distadce
generation matrixG (6) can be simply given from the search complexity when use only theorem 1 (by using
maitrix H by transformation. _ ~ matrix H); the line #2 designates a code distaxce

The matrixG is also named as generative matrix s@earch complexity when use only the theorem 2 ¢y u
far as code words that can be represented as e jng matrix G). The “complexity” term means in this
binations of matrixG rows. The matrices andG are context the number of elementary operations to &xec
related as [2]: in the specific time point and save the same pssgoé

GH" =0,HG" =0 (7)  the end results receiving.

Code distancd for regular LDPC code is defined as

the least columns number of check maktixhat overall

gives 0. The analytical description for LDPC code e A

ror-correcting abilities doesn’t exist so far; hawg the 3500

forward and backward theorems exist for LDPC code Complexity

distance [10]. 3000 7
Theorem 1. If any < d — 1 columns of linear code : 1

check matrixH are linearly independent, then a mini- 2500 :

mal code distance will be at leaktIf d linearly inde- :

pendent columns are found, then minimal code distan 2000 :

is equald. 1500 :
Theorem 2. If minimal code distance is equiathen - :

any 2

| < d -1 columns of check matri{ are linearly inde- 1000 A S

pendent and exactly linearly independent columns ex- 500 2

ISt. . . et 1, time
Thus, it's possible to conclude from theorems 1 and () e, >

2 that LDPC code distanckcan be identified from ma- 0 b 4 6 8 10

tricesH and G as the next: thd value equals the least
columns number of matri¥ that sum up to O; thd
value equals the least row weight (the number @&fson

in the row) in matrixG. ) ) o L
The LDPC codes error-correcting ability is re- 1he point A (Fig. 2) indicates the moment when it's

searched in current work based on the describguepro better to use theorem 1 before that, but it's betteise
ties of check and generating matrices. The sameC_DiEheorem 2 after point A. The point A corresponds th

code word lengtm=1000 and different check matrik c@se when code distande= 6 ¢ = 2) is found by theo-
parameters result in different antinoise code rRtaad €M 1. As soon as the matitkhasd = 6, then search

different numbers of corrected errors per code woed DPY theorem 1 stops and further search of coderdista

spectively. Given results in experiments are comgard continues by reduction the matrik to matrix G in

with error-correcting abilities of BCH codes witbde ~canonical form (5). Thus, the minimal time for sear
word lengthn=1023 bits. LDPC code distance spends if combine theorems 1, 2

] o for the search process.
LDPC codes error-correcting ability The described algorithm above for LDPC code dis-
Known methods for LDPC code distandesearch tance search is implemented on Java language. LDPC
complexity grows exponentially as is shown in [z]g:ode distance results fo=1000 are obtained from set
Known search methods give a possibility to defime t of numerical experiments performed on high perfor-
code distance value for codes with code lengthtiesss mance computing cluster in NTUU “KPI". Matriki
n<1000 bits in terms of spending sensible time r&nd found LDPC code error-correcting parameters are

sources for a search. The LDPC code error-corigctigresented in Table II.

Fig. 2. A graphical representation of application
the theorems 1, 2 for code distance search process
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TABLE Il.  GIVEN PARAMETERS OFLDPC CODES better correcting capabilities of LDPC codes in panit
n T wr wel k R d 1t son with BCH codes R ppc>Rach if
1000 | 100| 10| 909 091 22 10 d/i2n ppc=0d/2ngcy=const; or d/2nppc>d/2ngcy When
iooo a0l 20} 815 002 48 RpncRace Orchonc>Chowhen n=consi)
1000 | 1001 201 639 o064 98 ds If continuously change the paramet€y then it's
1000 | 100] 50 | 549 055 138 68 possible to get dependendy=f(h?) (Fig. 4). Both
Plotkin and VG limits are stood below the Shannon
limit in coordinatesR=f(h?. Consequently, if channel
parameteh?, current bit error probabilitpy;, required
LDPC and BCH reliability pyii eq are known, then it's not possible to
codes comparison come to Shannon limit nearer, than it's defined by

o Plotkin limit.
The method for search the best antinoise bloc

code by criterion of maximal approach to the Shannc
limit is described in [9]. This method implies thivck ¢
code selection with using up-to-date theory of -ant 0.8 K¢ /
noise coding. This method is used for calculatiod a o ; :

error-correcting abilities comparison of LDPC ant 06 ‘ 5 i LDPC

...........................................................

BCH codes. Regarding the method [9] and proble ’ i
statement (Fig. 1), the next factors can be natgdf x ;
the manipulation QPSK is used, then an initialdyit . T CUN S NG fresseaseas
ror probability p,=102 is reached when the signal to ‘ :
noise ratio in the channel i§=7.3 dB; 2) if antinoise
block code with code length=1000 bits is used and
required reliability isppit_req =10°%, then it's needed to .
correct up ta=28 errors [9]. Only in this case the re- 0 i WAL
quired reliability pyi; eq =10° can be achieved on the 0 005 01 015 0.2 0.25
receiver side; 3) to satisfy the required relidbili d/2n
Pbit_req =10°, the valued/2n for antinoise code should
meet 0.03. Fig. 3. BCH (=1023) and LDPCn=1000)

The limit conditions of antinoise codes existence
with some error-correcting abilities are describded Specified above conditions give an opportunity to
Plotkin limit [10]. A sufficient condition for amioise choose the antinoise code that lies to Shannort limi
codes with specific error-correcting abilities isfided closely as much as possible. The LDPC and BCH codes
by the Varshamov-Gilbert limit (VG). Thereby, thepositions in coordinate® = f (h?) are shown on Fig. 4.
Plotkin and VG criteria provides an opportunity to

O
",
“a

compare different error-correcting block codes hie t 1
same relative coordinatd® = f (d/2n) for assessment
the error-correcting capabilities. 0.8

The dependenciR = f(d/2n) is shown on the Fig. 3.
The Plotkin and VG limits are shown in these coordi
nates. The positions of some BCH (Table I) andmgive 0.6
experimentally LDPC codes (Table Il) are plotted on r
Fig. 3 with code rates 0,55...0.9. If take into actdhe
code lengtn ~ 1000 bits and set the vald&n=0.03, 0.4
then the triangle between Plotkin and VG limitswho .
the shaded area (Fig. 3) which outlines the regfcen- 024
tinoise codes parameters that can provide expeeted N
ability pbit_req=106 [9]. If compare the characteristics of
BCH codes withn=1023 bits and LDPC codes with 0
n=1000 bits, then it's possible to say that the ruxte 0O 2 4 6 8 10 12 14
rates fit the ratiad/2n=0.03: Rgcx=0.7 andR ppc=0.73. SNR, dB
If RBCH: RLDP(,:O,SS, then d/ZnBCH:0,0S a nd
d/i2n ppc=0,07. The above two instances demonstrate a

Fig. 4. LDPC (=1000) and BCHr=1023) codes
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As shown on Fig. 4, LDPC codes stand a little bing/decoding procedures. As a result of this, BCH
closely to Shannon limit than BCH codes. This behagodes with long code words>1000 are less practical
ior takes a place more and more if LDPC code ratean LDPC codes, or they are technically complitate
drops down:R<0.7. If R<0.7, then LDPC code is pref-with realization.
erable when choose between LDPC and BCH.
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The LDPC code word length can reach tens of
thousands. This is possible because of relatigity
ple code words encoding/decoding procedures, and
this is an advantage of LDPC codes. As opposed to
LDPC, the BCH codes have more complex encod-



