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Background. Radio network planning is one of the main phases of the cellular network lifecycle, as it determines capital
and operating costs and allows system performance evaluation at any given time. An accurate and comprehensive analysis of
existing network statistics is necessary for proper cell planning during network expansion. These statistics are collected
throughout the life cycle of the cellular network and usually have certain imperfections (heterogeneity of statistics, which have
different densities in different parts of the search space, up to the presence of significant voids, etc.) The system describing the
functioning of the radio network can be represented as a black box because its internal processes are too complex to be defined
by mathematical functions. This determines the need to use appropriate tools.

Objective. The purpose of the paper is to create a toolkit that allows finding the proper relationships between network
parameters to define target values that will help to build an effective network plan in terms of performance and costs for its
creation and operation. The tools should be able to work efficiently using the minimum set of available statistical data, as well
as taking into account their imperfections.

Methods. Mathematical estimation and optimization methods are used, namely Ordinary Least Squares, Ridge Regression,
Lasso, Elastic-net, LARS lasso, Bayesian Ridge Regression, Automatic Relevance Determination, Stochastic gradient descent,
Theil-Sen estimator, Huber Regression, Quantile regression, Polynomial regression. We consider 12 estimation methods in
combination with two optimization strategies. Additionally, the method of partial analysis of the search space with different
number of configurations is considered.

Results. A software package using the Python programming language has been created, which contains a practical
implementation of all the considered estimation and optimization methods, as well as tools for evaluating arbitrary
configurations of the software package (benchmark) and visualizing the results. The best estimation method is Ordinary Least
Squares for finding the optimal configuration of the statistical parameters of the 4G radio network to maximize the download
speed. To obtain satisfactory results, it is enough to consider 25 initial and 250 estimated points - a larger number of points will
not significantly increase prediction accuracy.

Conclusions. The results indicate the possibility of using the created software package for radio network planning tasks.
Further research is aimed at expanding the created software package's functionality and considering additional estimation
methods and optimization strategies.

Keywords: radio network planning; radio network optimization; cellular networks; estimation techniques, optimization
strategies; big data; 2G; 3G, 4G, CQI; capacity.

Introduction o _
Another point is the volume of statistical data. For the

An accurate and comprehensive analysis of existing
network performance statistics is necessary for proper
cell planning during network expansion. These statistics
are collected during the whole life cycle of a cellular
network. Hence, a tool is needed to find the correct
relationships between network parameters and propose
target values that will help build an optimal network
plan. There are many comparative studies on
optimization and estimation methods for different
domains. However, for cellular network planning using
modern approaches, there is a need for such a study.

case of a radio network consisting of 5000 base
stations, daily statistics aggregated by the hour will
contain approximately 360,000 rows with dozens of
parameters. As a result, we can consider these statistics
as big data. So, another topic for research is algorithm
complexity and execution time.

The objectives of this research are as follows:

- In general, this work aims to perform a
comprehensive study on optimization strategies and
estimation techniques for radio network planning.
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- The research subject is 2G, 3G, 4G, and 5G
networks with their parameters. This paper will present
only an initial analysis of 4G network parameters.

- The optimization strategies considered in this
paper are Random Search and Grid Search.

- The estimation techniques used for this paper are
13 linear models.

The paper addresses the following issues:

- Optimization strategies: ways to find the optimal
network configuration.

- Estimation  techniques: determination  of
dependencies between radio network parameters.

- Case study: description of input data.

- Experimental studies.

- Conclusions and future work.

Optimization strategies: ways to find the
optimal network configuration

The radio network planning process also includes
optimization of the existing network. Optimization is
the problem of finding an extremum (minimum or
maximum) of an objective function in a particular
region of a finite vector space bounded by a set of linear
and nonlinear equations and inequalities [1]. The
optimization problem consists of the C%ollowing:

- The objective function to be optimized.

- Parameters - variable characteristics that define a
particular system.

- Search space. The list of all allowed parameter
values.

Optimization methods strongly depend on the degree
of openness of the system to be optimized. Such
transparency allows for studying all dependencies and
processes inside the system. Systems can be represented
as:

White Box, any internal elements that can be explored
without restrictions. An example of such a system is
open-source software.

- Black Box is the complete antithesis of the white
box. An example of a black box system is any
proprietary software. None of the internal processes or
dependencies can be investigated. The only thing
allowed when working with such a system is observing
the system's reaction to specific input data.

- Gray Box is a system that is located between the
white and black boxes. Some internal elements and
processes of the system can be studied, while others
remain closed. A grey box system can be inter{)reted as
a combination of some subsystems of the black and
white boxes. An example of such a system is any open-
source software containing proprietary modules.

NE
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No information
about inner
processes
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Some inner processes are
known while other not

All inner processes
are known

Fig.1. Comparison of the degree of openness of systems

Any dependencies between statistical parameters of a
radio network can be represented as a black box. These
dependencies are affected by factors that need to be
better studied or contain random processes: radio
propagation physics, user profile, etc.

A typical optimization process for a black box system
includes the following steps:

- Identify a list of candidate configurations.

- Evaluate such configurations.

- Repeat the above steps until certain conditions are
met (e.g., the best configuration is not updated for some
time, etc.).

However, the nature of radio networks and the
peculiarities of statistics collection limit the use of the
assessment phase. If any changes occur in the network,
their impact will be visible only after some time (up to
several days). Accordingly, it is necessary to change the
estimation stage - the main idea is to predict some value
and use it as a real value without further waiting for the
real value. Combining estimation with evaluation is one
of the topics for further work. The new network
planning optimization process contains the following
steps:

- Define a list of candidate configurations. In this
study, the way to create such a set is determined by the
optimization strategy.

i
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- Evaluation of the candidate configurations. This
study is done using various estimation techniques.

- Determination of the best candidate configuration.
Until real statistics are available, the predicted value
will be considered real.

This article evaluates two of the most straightforward
strategies for optimizing black box systems: random
search and grid search:

- Random search. This approach involves randomly
selecting the following configuration to be evaluated. In
[2], the authors claim that in most cases, random search
gave better results and took less computation time than
grid search.

- Grid search. This approach creates a subset of the
search space by discretizing each parameter. The
discretization step for each parameter is separate. The
total number of configurations to be evaluated is equal:
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Where p; is the size of the domain space of parameter
i, and s; is the sampling step of parameter .

The main disadvantage of this approach is the
exponential growth of the number of configurations
with an increasing number of parameters or decreasing
sampling rate. In addition, not all parameters are
equally valuable for determining the optimal
configuration. The result is an increase in the time spent
finding the optimal solution. This disadvantage can be
eliminated by increasing the sampling step. However, in
this case, there is a risk of missing the zone of
potentially better parameter values. This situation is
shown in Fig. 2. In the case of using the grid search
algorithm, it is necessary to determine the balance
between time costs and the quality of the result.

Random

Grid Search Search

Important parameter Important parameter

. = °
C o

558 e oo Es ° o

SE 52 o %%

g5 e oo gE

£a Eg ® o0

5= e oo 58/ | e

Fig.2 Grid search and random search comparison

In general, these approaches have low efficiency and
require significant computational and, accordingly, time
resources.

Estimation techniques: determination of
dependencies between radio network
parameters

This article contains a study of 13 simple linear
models that can be used to predict the value of a
parameter y that depends on a variable (or set of
variables) x. In general, prediction is the search for
dependencies that can be used to determine values even
if the input data is incomplete [3]. This study will use
different Estimation techniques to obtain values for
each candidate configuration identified by the
optimization strategy.

The Scikit-learn library of the Python programming
language contains implementations of the linear models
mentioned in this article [4]. These models are listed
below in the text.

Ordinary Least Squares [5] - fits a linear model with
coefficients w = (wy, ...,Wp) to minimize the residual
sum of squares between the observed targets in the
dataset and the targets predicted by the linear
approximation. Mathematically it solves a problem of
the form:

. 2
min [1X,, = ¥112 e
w

Ridge Regression [6] — addresses some of the
problems of Ordinary Least Squares by imposing a
penalty on the size of the coefficients. The ridge
coefficients minimize a penalized residual sum of
squares:

€)

The complexity parameter @ = 0 controls the amount
of shrinkage: the larger the value of a, the greater the
amount of shrinkage, and thus the coefficients become
more robust to collinearity.

. 2 2

Lasso [7] - a linear model that estimates sparse
coefficients. Mathematically, it consists of a linear
model with an added regularization term. The objective
function to minimize is:

min
w

1%, = yI2+alwlil @)
nsamples 2

The lasso estimate thus solves the minimization of the
least-squares penalty with e||w||1 added, where a is a
constant and ||w||1 is the [;-norm of the coefficient
vector.

Elastic-net [8] is a linear regression model trained
with both [; and [,-norm regularization of the
coefficients. The objective function to minimize in this
case:

min
w

1 2
s |IXw = yl|5 + ap[lwl|1
nsamples (5)

+a(1 - p) 1wl 2
2 2

LARS lasso [9][10] is a lasso model implemented
using the LARS (Least Angle Regression) algorithm,
which yields the exact solution, which is piecewise
linear as a function of the norm of its coefficients.

Bayesian Ridge Regression [11] estimates a
probabilistic model of the regression problem by
introducing uninformative priors over the model's
hyperparameters. The prior for the coefficient a is given
by a spherical Gaussian:

p(w|d) = N(w|0,A7"1,) (6)

Automatic Relevance Determination [12] is like
Bayesian Ridge Regression but can lead to sparser
coefficients w. Each coefficient w; is drawn from a
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Gaussian distribution, centered on zero and with a
precision A;:

p(w|d) = N(w|0,A™) ()

Stochastic gradient descent [13] uses different
(convex) loss functions and different penalties.

Theil-Sen estimator [14] uses a generalization of the
median in multiple dimensions.

Huber Regression [15] is different to Ridge because
it applies a linear loss to samples that are classified as
outliers. A sample is classified as an inlier if the
absolute error of that sample is lesser than a certain
threshold.

It differs from Theil-Sen Regressor because it does
not ignore the effect of the outliers but gives a lesser
weight to them.

Quantile regression [16] estimates the median or
other quantiles of y conditional on X, while ordinary
least squares (OLS) estimate the conditional mean. The
Quantile Regressor gives linear predictions y(w, X) =
Xw for the g-th quantile, g € (0,1). The following
minimization problem then finds the weights or
coefficients:

) 1
min ———
W Nsamples

ZPBq(yi —X;w) + a||lw||1 (8)

i

Polynomial regression [17]. A simple linear
regression can be extended by constructing polynomial
features from the coefficients.

Case study: description of input data

The dataset used to evaluate the performance of
optimization strategies, and Estimation techniques is an
example of 4G radio network statistics consisting of
50,000 rows of data. This set contains 40 parameters,
but we will use a few of them:

- CQI (channel quality indicator), P¢q

- Total traffic value per cell, k

- Average channel speed
(downlink), v

Accordingly, the black-box system will be optimized
using some combination of optimization strategy and
estimation technique. Determining the effectiveness of
each combination is the subject of this paper. The input
data set is defined by different distributions for each
parameter (Fig. 3) with a significant number of empty
combinations (Fig. 4), which complicates the prediction

towards the user

task.

Fig.3 Distributions of values for parameters of average
distance from base station to user (blue histogram), channel
quality indicator (orange histogram) and average download

speed (green histogram)

Fig.4 Dot plot for sample parameters of the average
distance to the user (abscissa axis) and channel quality
indicator (ordinate axis). The colour of the point determines
the average download speed. With increasing distance and
decreasing quality indicators, the density of points decreases.

Experimental studies

To conduct experimental studies, a program was
created using the Python programming language, which
contains the following modules:

- Optimization, which contains the implementation
of optimization strategies.

- Estimation, which
techniques.

- Search area, which describes all types and limits of
all parameters. Additionally, this module contains
functions for normalizing and denormalizing data
regardless of type. Also, in case of receiving a point
that does not exist in the given set, the module finds the
nearest point from the set. This is done using the Python
NGT library (Neighbourhood Graph and Tree for
Indexing High-dimensional Data), which allows you to
quickly operate with data consisting of millions of
records for hundreds of parameters.

contains all estimation
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- CSV (Comma Separated Values) data processing.
This module contains functions for processing files with
.csv extension and Python NGT implementation. As
input data, you can select one parameter to be
optimized and an arbitrary number of input parameters.
As further work, it is possible to implement reading and
store data in other formats.

- Visualization includes implementing several types
of graphs (histograms to determine the distribution of a
one-dimensional value, dot diagrams and heat maps for
three-dimensional space, and parallel coordinates for
space with an arbitrary number of dimensions).

The procedure of the program is as follows:

1. Define the initial parameters (optimization
strategy, estimation technique, number of initial
configurations determined by chance, number
of  configurations determined by the
optimization strategy).

2. Initialize all the main modules.

3. Determine the initial configurations to use them
as a set for training (Train set) and testing
(Testing set) for estimation techniques.

4. Define the next configuration to be evaluated
using the defined optimization strategy.

5. Evaluate this configuration.

1. Divide the initial set of configurations
into training and testing sets.

2. Train the linear model using the
training set.

3. Validate this model using the built-in
functions of the Scikit-learn library and
the testing set.

4. If the model 1is correct,
predictions for the
configuration.

6. Repeat steps 3-5 until the conditions for
interruption are met (searching a certain
number of configurations, no improvement of
the optimum for some time, etc.)

7. Evaluate the results obtained.

perform
selected

The task was to find the optimal pair of the channel
quality indicator (CQI - Channel Quality Indicator) and
the total volume of cellular traffic to maximize the
download speed:

v =F(P k) > max

xiEXi, i=1,2
Where v is the download speed, Py, k are the channel
quality indicator, and the total traffic volume,
respectively.

In total, 38400 measurements were performed - 384
combinations of input parameters with 100 repetitions
to reduce the impact of outliers and improve the
accuracy of measurements. Each combination of
optimization strategy and Estimation technique was
evaluated for several variations of the number of initial
and total configurations:

- Checked values of the parameter number of initial
configurations: 10, 25, 50, 200.

- Checked values of the parameter of the number of
general configurations: 75, 250, 500, 2000.

Tables 1-4 show the obtained measurement results.
All data are averages for all 100 repetitions. The
following parameters are indicated as columns:

- Prediction (P), kbit/s - defines the download speed
value of the optimal configuration obtained because of
optimization.

- Real (R), kbps - the download speed value for the
optimal configuration obtained from the statistical data
set.

- Difference between P and R, % - determines the
delta between the predicted and real values of the
download speed. It should be noted that since 100
repetitions were performed, this indicator determines
the variance of the predicted value.

- Difference between R and the best, % - defines the
delta between the real value of the download speed for
the optimal configuration and the best value presented
in the data set.

- Percent of points worse than predicted - defines
the percentage of points with a worse loading speed
value than the point specified in the prediction.

Table 1. Evaluation results of Estimation techniques

Estimati| Predicti| Real |Differen| Percent |Executio
on on (P), (R), ce of points | n time, s
techniqu| Kkbit/s kbps |between| worse
e P and R,| than
% predicte
d
ARD |29887.20|42666.93| 40.64 92.49 0.030
Regressi
on
Bayesian|29957.86|42815.38| 40.84 92.54 0.029
Ridge
Elastic |43788.92|42660.17| 115.86 | 92.09 0.031
Net
Lasso [45884.71|43208.25| 129.88 | 94.03 0.030
Lasso [47492.46|43899.86| 128.88 | 94.24 0.029
Lars
Ordinary [59047.47|43332.50| 56.29 94.75 0.028
Least
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Squares the download speed v is the highest (see the parameters
Polynom| 1143.71 [38470.79| 92.76 | 83.27 | 0.072 Real (P), kbps, Percent of points worse than predicted).
ial Table 3. Evaluation results of different number of initial
Regresso i
. points
Quantile |36545.55|42060.34| 151.81 | 91.52 | 0.034 Initial | Predicti| Real |Differen|Percentof | Executio
Regresso points | on (P), | (R), ce WO‘:‘S’;“:EM n time, s
T kbit/s kbps | between | | ogicted
Ridge [40130.83(42474.89| 69.82 91.97 0.028 P and R,
Regressi %
on 10 |27672.46|39276.67| 142.55 84.02 0.033
Ridge [44007.00(42701.32| 146.97 | 92.38 0.029 25 38115.00|143333.48| 145.75 93.19 0.033
Regressi 50 |30901.63|43260.55| 70.97 | 9456 | 0.033
on Cross
Validatio 200 [45683.03[43386.33] 53.60 | 9476 | 0.050
n
SGD | 6832.41 |41028.52| 79.86 88.93 0.028
Regresso Table 4. Evaluation results of different number of
r evaluation points
TheilSen [37752.14[41997.98] 135.44 | 91.42 | 0.079 Evaluati| Predicti| Real | Differen | Percentof | Executio
Regresso on on(P), | (R), ce points |y, time, s
r i kbit/s | kbps |between |"oroito
points it/s ps etween | ,,redicted
P and R,
Table 1 shows that almost all estimation techniques %
find the same zone of optimal values (column of real 75 |34237.34|36155.11| 104.30 | 9045 0.009
values). However, estimation techniques have different 250 35941.03/48136.63] 92.79 93.60 0.017
Valuestof foiﬁczsting alcaciur?cy I\a}mtd Eariance;; The Itjlost 500 137267.82150213.30| 95.57 93.40 0.028
accurate methods are Elastic Net, Lasso, Lasso Lars
’ ’ ’ 90.38
and Ridge Regression with cross-validation. Still, all of 2000 |36175.20]35204.70] 10727 0.095

them have a significant value of the variance of the
predicted value and, accordingly, require a considerable
number of repetitions of measurements. The methods
Ordinary Least Squares, and Ridge Regression, in
addition to the high forecasting accuracy, have a
smaller value of variance and, accordingly, require
fewer measurements. The best method by the leading
indicators is Ordinary Least Squares. The main
disadvantage of the considered methods is the need to
repeat measurements to obtain accurate results.

Table 2. Evaluation results of optimization strategies

Optimiz | Predicti| Real |Differen| Percent |[Executio
ation | on (P), (R), ce of points|n time, s
strategy | kbit/s kbps |between| worse
P and R,| than
% predicte
d

Grid [34596.01|48984.13| 98.14 93.35 0.037
Search
Random |37228.97(35799.14| 101.85 | 90.55 0.037
Search

From Table 2 we can see that on average, the grid
search of the space of parameters P, k determines the
best optimal configuration of these parameters at which

Tables 3 and 4 show that as the number of points
considered increases, the accuracy of finding the
optimal configuration of parameters x 1, x 2 also
increases. However, it is possible to determine the
minimum number of points sufficient for the desired
accuracy - further increasing the number of points does
not give a corresponding advantage. This is important
for large datasets - this approach saves computational
and time resources. The optimal value for the number
of initial points is 25, and for the number of validation
points, 250.

The execution time of such a program is a hundredth
of a second due to the Python NGT library, which is
aimed at quickly finding values both in the data set
itself and the nearest value from the data set. Such
execution time allows us to analyse statistical data and
make appropriate changes to the network configuration
in real-time. At the same time, the execution time for
different estimation methods, as well as for different
optimization strategies, differs within the error.

Conclusions and future work

21
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In this study, for the problem of finding the optimal
configuration of the statistical parameters of the 4G
radio network to maximize the download speed, the
best Estimation technique is Ordinary Least Squares. At
the same time, the methods Ridge Regression, Elastic
Net, Lasso, Lasso Lars, and Ridge Regression with
cross-validation are worse in prediction accuracy and
variance but also quite effective when the number of
measurements is increased. Random search works
slightly worse with sparse statistical data space
containing gaps than grid search. However, these two
optimization methods do not guarantee the optimal
point X;...x,, either in the list of existing points from
the statistical data set or as close as possible to one of
such points.

It can also be concluded that 25 initial and 250
evaluation points are sufficient to obtain satisfactory
results - a more significant number of points will not
significantly increase forecasting accuracy.

Future work of this research will include the following
directions:

- Implement in software code and evaluate
additional, more sophisticated optimization strategies
and Estimation techniques.

- To carry out measurements for other dependencies
of statistical parameters of 4G radio network
functioning and additional parameters of 2G, 3G, and
5G networks.

- Add configuration parameters of base stations to
the statistical parameters of the radio network
functioning, which will allow optimizing these
parameters to ensure a better functioning quality.

- Add marketing parameters, which will allow
forecasting of the future radio network's statistical
parameters. This will provide the possibility of early
reconfiguration of the base station.

- Evaluate the effectiveness and impact on the
change of statistical parameters of changes in the
network topology (commissioning of additional base
stations, multi-beam antennas, etc.). This will create a
bank of solutions with their characteristics and
limitations. In turn, using such a bank will ensure the
selection of the optimal solution (changing the
parameters of the base station or changing the network
topology) to improve the quality of the network.
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IopiBusinus cTpateriii omTumizauii Ta MeroaiB MPOrHO3yBaHHsl sl 3afay ILVIAHYBAHHS Ta ONTUMi3awii
paniomepexi

Ipo6aemaTuka. [InanyBaHHs pagioMepexi € OJHIEI0 3 TONOBHEX (a3 KUTTEBOIO LUKy CTITHHUKOBOI MEpEkKi, OCKLIbKH
BOHO BM3HAYAE KAMiTAbHI Ta OTEPAIliifHi BATPATH Ta JO3BOJISIE OIIHUTH MPOTYKTUBHICTH CHCTEMH B OY/Ib-SIKHI MOMEHT 4acy.
Jln1st ipaBIITBHOTO TTAHYBAHHS CTLTBHUKIB ITiJT Yac PO3NIMPEHHS MEepeXi HeOOXITHAM € TOUHHUH 1 BCEOCSIKHHH aHaNi3 iCHYrUO0i
cratuctukd Mepeski. Llst craticTuka 30MpaeThest MPOTATOM YChOTO XKUTTEBOTO IMKITY CTUTBHHUKOBOT MEpexi, Ta, SIK IPaBuiio,
Ma€ TIeBHI HEIOCKOHANIOCT] (HEOIHOPIAHICTh CTATHCTUYHUX JAHUX, SIKi MAIOTh Pi3HY WIUIBHICTh B PI3HUX YaCTHHAX MPOCTOPY
TMOMIYKY, K J0 HAasfBHOCTI 3HAYHMX MycTOT, Tomo). Cucrema, IO omucye (YHKIIOHYBaHHA pajioMepexi, Moxke OyTH
Tpe/ICTaBIeHa y BUMTIA/L YOpHOI CKprHBKH (black-box), ockinbku i BHYTpIlIHI Iporiecy 3aHaATO CKJIa/IHi, 100 iX MoxHa OyI10
OTMcaTH MaTeMaTHUYHUMH QyHKIiAMHU. Lle Bu3Hauae HeOOXiAHICTh BUKOPUCTAHHS BiMOBITHOTO IHCTPYMEHTAIO.

Merta pociinxkenb. CTBOpEHHS IHCTpYyMEHTApilo, SKWH TO3BONSE 3HANTH TIPABHIbHI 3aJEXHOCTI MDK MapamMeTpamu
MEpeki 3 METOI0 BU3HAYCHHS L[IbOBUX 3HAYEHb, SAKI HONOMOXKYTh NOOYAyBaTH €)EKTUBHUH IIIAaH MEPEXi 38 KPUTEPiIMHU
MPOAYKTUBHOCTI Ta BHUTPAT WIOAO {i CTBOPEHHS Ta eKCIUTyaramii. [HCTpyMeHTapili MOBHHEH MaTH MOMKIHBICTb SKiCHO
NPAlUIOBAaTH 3 BUKOPUCTAHHSAM MIHIMAIBHOTO HA0OpY HASBHUX CTATHCTUYHHX JaHHX, a TAaKkoXX BPaxoBYBaTH IXHIO
HEeJJOCKOHAJIOCTI.

Metomuka peamizanii. Posrmsayto 12 MeromiB mporHo3yBaHHS B KOMOIHAIii 3 JBOMAa CTPATETisAMH OMNTHMi3alii.
JlonaTkoBO PO3TISHYTO METOJMKY YACTKOBOTO aHAaNli3y MPOCTOpY TOMIYKY 3 Pi3HOI KUIBKICTIO KOH(irypamid. B podorti
BUKOPUCTaHO MAaTeMaTH4HI METO/[M MPOTHO3YBaHHs Ta onTuMizalii, a came Ordinary Least Squares, Ridge Regression, Lasso,
Elastic-net, LARS lasso, Bayesian Ridge Regression, Automatic Relevance Determination, Stochastic gradient descent, Theil-
Sen estimator, Huber Regression, Quantile regression, Polynomial regression.

PesynbraTn gocaimxenn. CTBOpeHO MporpaMHKi KOMILTEKC 3 BUKOPUCTAHHSAM MOBH MporpamyBaHHs Python, mo MicTuTh
MPAKTHIHY PEai3alliio BCIX PO3TIHYTHX METOMIB TIPOTHO3YBAHHS Ta ONTHMI3allil,  TAKOXK 3aCO0W OIIHIOBAHHS JOBUIHHHX
KoH(irypauiii mporpamHoro komiutekcy (benchmark) Ta Bisyamisauwii oTpuManux pesynbTariB. Jlas 3amad  momryky
ONTHMAbHOI KOHQITYpalii CTaTHCTHYHUX TapameTpiB pamiomepexi 4G 3 MeTO0 MakcHMi3amii MIBHIKOCTI 3aBAaHTAKEHHH,
HallkpamuM MetofoM TporHosyBanHs € Ordinary Least Squares. [l oTpuMaHHS 3a0BUIBHUX Pe3YJbTaTiB HOCTaTHHO
po3rIsAHYTH 25 moyaTkoBuX i 250 ONIHOYHMX TOYOK — OLNbINA KUTBKICTH TOYOK HE JACTh 3HAYHOTO MPUPOCTY TOYHOCTI
IPOrHO3YBaHHSL.

BucHoBku. OTpuMaHi pe3ynbTaTd BKa3ylOTh HAa MOXIIMBICTb BUKOPHCTaHHS CTBOPEHOTO MPOTPAMHOTO KOMILIEKCY s
3ajau IUIaHyBaHHS pajioMepexi. [loganplii JOCHIKEHHS HanpaBlieHI Ha pPO3MMPEHHS (YHKI[IOHANY CTBOPEHOTO
IIPOrPaMHOT0 KOMILIEKCY, @ TAKOXK Ha PO3IIIA] A0JAaTKOBUX METO/IB MPOrHO3YBAHH Ta CTpaTeriii onTuMisaii.

Kniouogi cnosa: nianysanns padiomepedici; onmumizayis padiomepednci, cmintbHUKO8i Mepedici; Memoou npoeHO3Y8aHHsL,
cmpameeii onmumizayii; éenuxi dani; 2G, 3G; 4G,; CQI; nponyckna 30amuicmo.



