40

UDC 621.396.4

DEVELOPMENT OF METHODS OF POSITIONING,
LOCALIZATION AND DATA COLLECTION FROM NODES OF A
FREE MOBILE SENSOR NETWORK USING INTELLIGENT
ADAPTIVE TELECOMMUNICATION AEROPLATFORMS

'Valery A. Romaniuk, *Olexandr I. Lysenko, *Valery 1. Novikov, *Ihor O. Sushyn

Military Institute of Telecommunications and Information Technologies named after
Heroes of Kruty, Kyiv, Ukraine

’Institute of Telecommunication Systems
Igor Sikorsky Kyiv Polytechnic Institute, Kyiv, Ukraine

Background. The article presents the results of a study of methods of positioning, localization and data collection from
nodes of a mobile wireless sensor network using intelligent adaptive telecommunication air platforms. To implement the study
of this research topic, an analysis of literary sources on this topic was carried out. Based on a fairly rich bibliographic material,
this work has the main task of examining, analyzing and systematizing already known approaches to positioning objects in
wireless sensor networks using intelligent adaptive telecommunication air platforms and suggesting options for their
development.

Objective. The aim of the work is to improve the methods of direct data collection of TA from the nodes of BSM, the
general directions of synthesis of which are defined in the work.

Methods. Methods of cluster analysis (network clustering), graph theory (research of analytical models of BSM with TA
functioning, construction of cluster topology), theory of telecommunication networks (when calculating bandwidth in BSM
with TA radio channels) and theory were used to solve the formulated problem. (when developing a positioning model for
telecommunications air platforms)

Results. A technique for evaluating the effectiveness of methods for collecting data from wireless sensor networks using
intelligent adaptive telecommunication air platforms is proposed.

Conclusions. The method of collecting TA monitoring data from the main nodes of clustered BSM has been improved.
The method of estimation of efficiency of methods of data collection with BSM by telecommunication air platforms is offered.

Keywords: wireless sensor network; data collection method; network clustering; data exchange.

Introduction

Throughout the history of the development of
science and technology, problems related to location
determination have been encountered in a wide variety
of fields: maritime navigation, radar, robotics, etc. In
this case, the sequence of actions that the process of
determining the coordinates of an object consists of
usually consists in measuring in any way the relative
position relative to landmarks, the coordinates of which
are a priori known and the subsequent calculation of
coordinates based on the information received. An
example is the manual positioning procedure, which has
been practiced for quite a long time, using a compass, a
sectarian and stars.

Now the determination of the coordinates of objects
in space is already usually determined automatically by

means of special equipment based on the use of radio
waves; in this case, artificially created buoys,
lighthouses, satellites, etc. are used as landmarks.
However, the very sequence of actions, the result of
which is the determination of the coordinates of the
object, remained the same.

The term '"sensor network", having appeared
relatively recently, is now a fairly well-established
concept that has become widespread, and denotes a
self-configuring network resistant to failure of
individual elements, consisting of a large number of
small, compact ones, and cheap semiconductor devices
wirelessly connected to each other; network elements
are not serviced and do not require special installation.
Each node of the network can contain built-in sensors
for physical parameters of the environment, for
example, movement, level of humidity, light,
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temperature, pressure, etc., as well as microcircuits for
primary processing of information and storage of
received data. The number of nodes in a wireless sensor
network (WSN) (Fig. 1) is actually determined only by
the scope and financial constraints, and due to the low
price of individual devices (from a few dollars and
more) it can be very large (several thousand and more).

Wireless sensor networks (WSN) are increasingly
used in various spheres of human activity [1]:
monitoring the state of forests, agricultural fields, oil
and gas pipelines, borders, environmental and
meteorological monitoring of territories, search and
rescue missions, etc.

A wireless sensor network can be designed to
operate for months or even years in remote
(inaccessible) areas in the absence of a public
telecommunications infrastructure.

The only solution for collecting data from network
nodes in these conditions is the wuse of
telecommunication air platforms (TA), built on the
basis of UAVs. Autonomous stationary sensor nodes
monitor the specified parameters of the zones (objects)
of their coverage, save the received data and, when a
telecommunication air platform appears in their radio
communication zone, transmit the collected data to it.

802.15.4 antenna
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Fig. 1 - An example of the composition of the sensor
node

Examples of wireless data transmission are
technologies such as Wi-Fi, WiMAX, Bluetooth,
EDGE, ZigBee. The choice of a particular technology
depends, first of all, on the requirements for a particular
network. The criteria can be bandwidth, frequency
range, maximum number of nodes in the network,
energy efficiency, etc. Comparative characteristics of
some wireless technologies are presented in Table. 1.

Table 1 - Comparative characteristics of BlueTooth, Wi-
Fi and ZigBee technologies

Wireless ZigBee (IEEE | WicFi(EEE | Dluctooth
technology 802.15.4) 802.11b) (IEEE
(standard) T ) 802.15.1)
Frequency 2,4-2,483 2,4-2,483 2,4-2,483
range, GHz
Bandwidth, 250 11000 7231
Kbps

41
Protocol stack 32-64 >1000 >250
size, Kbytes
Time of 100-1000 0,5-5 1-10
continuous
autonomous
work from the
battery, days
The maximum 65536 10 7
number of
nodes in the
network
Range of 10-100 20-300 10-100
action, m
Areas of Remote Transmission of Wire
application monitoring and multimedia connection
management information replacement

Table 1 shows that the maximum number of nodes,
as well as the longest battery life in the network of
ZigBee technology, based on the IEEE 802.15.4
standard. This technology is also known as "Wireless
Sensor Networks (WSN)" (WSN - Wireless Sensor
Network).

Let's highlight the main features of this class of
networks:

1. Lack of connectivity between network nodes or
network fragments in the absence of public
telecommunications infrastructure, which does not
allow building classical schemes for collecting data in
the WSN, based on the constructed transmission routes
from sensor nodes to gateways (base stations).

2. The limited resources of both sensor nodes (with
battery energy, processor performance, memory,
transmitter power, radio channel capacity, etc.) and
resources of telecommunication air platforms (in terms
of time, altitude and flight speed, energy reserve,
transmitter power, volume memory tee, etc.)

3. The dimension of the network is significant
(hundreds, thousands of sensor nodes). Replacing
batteries for such a large number of nodes may be
impractical or even impossible. Therefore, reducing the
energy consumption during data collection by the
sensor nodes is critical to increasing the network
uptime.

4. Delay in receiving monitoring data (DTN class).
One of the ways to reduce the data collection time is
network clustering and the definition of data collection
points, which can significantly reduce the length of the
flight path of the TA and, accordingly, reduce the data
collection time.

The TA can collect data directly from each node in
three main ways to fly the network:

1. Flight of the TA of each network node along the
calculated route. The main advantages are the low
energy consumption of the nodes for transmission, the
simplicity of the algorithms for exchanging nodes with
the TA (in the presence of radio communication with
the TA, the sensor node transmits monitoring data) and,
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consequently, their low cost. The disadvantage is the
significant flight time (data collection) of the aircraft,
and, accordingly, the significant time for collecting
monitoring data, increased requirements for its flight
characteristics,

2. A flight of a TA over the entire territory of the
network along the adopted trajectory (snake, spiral,
etc.), which also requires a significant flight time and
data collection and a large energy consumption of the
nodes.

3. Flight by TA of data collection points. In this
case, the network control center (or the control system
of the telecommunications aerial platform during
autonomous operation) splits it into clusters, calculates
the position of the TA in space (in the form of points or
trajectory intervals) to collect data from nodes in the
clusters, and builds a flight route of only collection
points. This method makes it possible to significantly
reduce the time for collecting TA data, to reduce the
energy consumption of the nodes' batteries, however, it
implies the implementation of the corresponding
algorithms for the interaction of the telecommunication
air platform with the network nodes. The methods and
algorithms for data collection proposed to date [2 - 6]
solve only partial problems of data collection, do not
take into account the peculiarities of the functioning of
this class of networks, the multi-criteria nature of the
target functions of network management and require
improvement. Most of the works consider the flight of
the TA over the entire monitoring area or consider
clustering using the "centroid algorithm", according to
which the data collection points are located in the area
of the greatest concentration of nodes.

The aim of this work is to improve the methods of
direct collection of TA data from the WSN nodes, the
general directions of synthesis of which are defined in
[7].

The object of research is the process of WSN
functioning with the use of telecommunication aerial
platforms for collecting monitoring data.

The subject of research is methods of collecting data
over wireless sensor networks by telecommunication air
platforms in  the absence of a  public
telecommunications infrastructure.

Research methods. When solving the formulated
problem, the methods of cluster analysis (when
clustering a network), graph theory (when studying
analytical models of indicators of the functioning of
WSN with TA, building a cluster topology), theory of
telecommunication networks (when -calculating the
bandwidth in radio channels WSN with TA) and
optimization theory (when developing a model for

positioning the position of telecommunication air
platforms).

Exposition

One of the urgent problems is the determination of
the location of individual objects of the WSN. An
indispensable condition for the operation of any
monitoring and control systems is the binding of data
collected by the entire system to geographic coordinates
for displaying the collected information on a map and
subsequent analysis. In addition, such a network, unlike
traditional radio networks, with a built-in subsystem for
positioning individual objects, can be deployed almost
anywhere with minimal costs. In addition to linking the
data received by the network during operation to the
terrain map, information about the coordinates of
objects will be in demand during the operation of the
network itself: building efficient routing algorithms in
terms of energy consumption, collecting the collected
data.

In this regard, the development of algorithms for
determining the coordinates of objects in the sensor
network becomes an urgent task. An example of
existing coordinate determination systems is the
RADAR system, invented by scientists Bahl and
Padmanab. It is the first WLAN based positioning
system. The RADAR system used the nearest neighbor
algorithm and produced an average coordinate
measurement error of 2.94 meters [8]. The error was
reduced to 2.37 meters by improving the RADAR
system with the Viterbi algorithm [9]. One of the best
positioning systems available today is Ekahau (Ekahau
Positioning Engine - EPE). Ekahau Positioning System
is a real-time software based on the IEEE 802.11
network. EPE provides exact location, status and
presence information for Wi-Fi tags and supported Wi-
Fi compatible devices. The elements of the Ekahau
positioning system are shown in Fig. 2.
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Fig. 2 - Components of the Ekahau positioning
system

Ekahau wireless tags can be associated with
identification information about the object being
monitored, such as name or serial number, department,
etc., as well as with application-specific parameters.
These associations simplify the search for a selected
object in a specific geographic area [10].

In an improved method for direct collection of
monitoring data from nodes of a wireless sensor
network with their clustering by telecommunication air
platforms, the main stages of the synthesis of the
method of direct data collection (MBZD) from WSN
nodes with their TA clustering are proposed:
determination of network clustering algorithms,
construction of collection points for collection points,
organization of the process exchange between nodes
and TA (Fig. 3)

TA data exchange with the main TA data exchange
nodes of clusters _ “}“l each node
Bt Ll 14
If’; 1 \\\:\\ - ‘;
£ A

,
r

__________ e ‘AT =0

Virtual cluster - coverage area is \Flight start
defined by TA and end
l - terrestrial wireless sensor node point

The real cluster is the self-
organization of nodes

Fig. 3 - Illustration of methods for collecting data
from TA nodes

The general statement of the problem is formulated.

Given: characteristics of WSN nodes and
telecommunication air platforms: N - the number of
stationary sensor nodes of the network and the
coordinates of their location on the ground; NTA is the
number of TA; V_dmi - volume of monitoring data of
the i-th node, i = 1 .. N; technical and
telecommunication characteristics of ground sensor
nodes, TA; each node of the network has its own
control system, operates in cooperation with TA (with
other nodes).

It is necessary to: determine the number and
coordinates of data collection points, the procedure for
collecting monitoring data from the WSN nodes by
telecommunication air platforms and the trajectory of
their movement (positioning), in order to perform
certain target control functions (CF): minimizing or
ensuring the time of data collection (1), maximizing or
ensuring a certain operating time (Top) WSN (2),
minimization or use of a given amount (NTA) TA (3)

Tdc — min or Tdc < Tdcgiv, (D
Top — min or Top >Topgiv, (2)
NTA — min or NTA < NTAgiv, 3)

Tdc = Lfl/v; Lbfl = f (nk, (x, y) k, h, St), 4)
k=1..nk, (5)
subject to the constraints € on: 6)

time limit (route length L) in a round of TA flight -

Tde < Tpolmax (0 <Lmb < Lmr < Lmmax);

TA flight speed - v = [vmin, vmax]; the number of
clusters - 1<k .<nk;

battery energy of nodes and TA - ei < emax, eTA <
eTAmax;

location coordinates (x, y) of nodes
monitoring area;

flight altitude of TA - h = [hmin, hmax]; radio
communication range d < dmax;

the size of the buffers of the nodes and TA -
Vbufwuzi<Vbufwuzah; VbufTA<VbufTamabh;

requirements of service models (guaranteed quality
of service - the flight time of each k-th cluster tobklk
must be greater than the total transmission time
between all nodes and the TA - tobklk > tperk);

St - the set of strategies (rules) for flying around the
cluster.

The data collection time (expression 5) depends on
the length of the flight route, determined by the number
and location of data collection points, the speed of the
TA, while satisfying the node transfer time for the
chosen strategy of flying around the clusters. Fig. 4
shows a variant of flying over a TA of 5 clusters when
collecting monitoring data from certain collection
points.

in the

cluster C;

® - sensor node

W - data collection point

A
Fig. 4 - Variant of movement TA between data
collection points

TA trajectory

To minimize the number of collection points, it is
necessary to minimize the number of clusters
Min K, (7)
when the restrictions are fulfilled:

min  max min ‘x—yk‘sdmax,k:I,K,j:I,J, (®)
ViV, esVk T XEC_/

qj < gjmax, 9)

K <Kmax, R = [Rmin... Rmax], h = [hmin...

hmax], (10)

where |x - y| is the Euclidean distance between
points x and y on the ground, gj is the number of sensor
nodes in the j-th cluster. Inequality (8) - the maximum
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distance between the center of the coverage area and the
sensor nodes should be minimized; inequality (9)
determines the limiting number of nodes in clusters;
(10) - sets resource constraints.

The problem belongs to the class of NP-complete, it
is difficult to obtain an exact solution for large-scale
networks, therefore, to solve it, it is necessary to use
heuristic methods. For temporary network clustering, it
is proposed to use TA as the main cluster node, which
implements (in contrast to the existing centroid
algorithms) modified iterative FOREL (FORmal
ELement) cluster analysis algorithms and k-means that
find the minimum (or specified) number of data
collection points in the network.

The basic route of flying around the data collection
points (its length Lmb) is constructed according to one
of the known methods for constructing the shortest path
(solving the traveling salesman problem), for example,
by the method of finding the nearest neighbor, which
has insignificant computational complexity and is close
to optimal solutions.

For flying around cluster nodes, rules for adjusting
the base flight route are proposed, taking into account
the priority of certain target network management
functions (expressions 1 - 3).

Analytical models are proposed for assessing the
time for collecting TA data from network nodes, which
make it possible to plan the trajectory of movement and
evaluate the effectiveness of the decisions made.

The total time of flight (data collection) of all nodes
j=1..1J (or data collection points) in the cluster should
be minimal. Then

Tge = Zf;i tajj+1/Vjj+1 = min (1D

where tpr - flight time TA all nodes of the cluster, v
- flight speed.

12 tuep = $(d, i) /(Vam),
b= Loyt loj T Lop-

The transmission time ttransj consists of the
following intervals: establishment of connection tvsvj
(exchange of service messages), waiting for
transmission trpj (according to the protocol of multiple
access to the channel) and transmission of monitoring
data tbperj (the transmission rate s in the radio channel
depends on the distance d between the node and the TA,
protocols (pkf ) channel and physical layers). The data
exchange time must exceed the lifetime of the radio
channel during the flight of the TA over this node (12).
Therefore, the flight altitude of a TA is determined
taking into account the target control functions and
restrictions on its resources.

A generalized algorithm for the implementation of
the method of direct collection of monitoring data from

(12)

WSN nodes by telecommunication air platforms is
proposed, which is shown in Fig. 5.

It allows you to shorten the flight route and,
accordingly, the data collection time by minimizing the
number of clusters (monitoring data collection points);
increase the network operating time by reducing the
transmission power between the TA and sensor nodes,
adapting the coverage radius of the TA, finding the
closest exchange points to the route of the TA, building
energy efficient data transmission routes between the
cluster nodes and the TA.

To evaluate the results of the functioning of the
method, its software implementation in the MATLAB
environment was carried out.

1
Collecting data about
parameters of WSN
£ Finding data collection
points (FOREL, k-means)
3 Construction the basic
fight route of TA

¥ | ™ Divide the the flight route
into a specified number of TAs

Fig. 5 - Scheme-algorithm for implementing the
method of direct collection from WSN using TA

Experiments and acquired dependencies were
carried out: the time of data collection, the time of
stable operation of the network on the dimension of the
network, the number of nodes in the cluster when using
different methods of data collection.

An assessment of the effectiveness of the application
of the improved method of direct data collection from
the WSN TA has been carried out. It allows you to gain
a 10-15% gain in network monitoring data collection
time (due to a decrease in data collection points) and
increase the network operation time (due to new rules
for flying around nodes in clusters) by 12-17%
compared to the existing centroid methods of direct
data collection having negligible computational
complexity O (n?).

A method is considered for collecting monitoring
information from the WSN nodes, which is divided into
clusters with the formation of the main cluster nodes
(GIC) [11, 12, 13 - 17, 18, 19 - 31]. The nodes self-
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organize, build and maintain the cluster topology, data
transfer routes from the monitoring nodes to the GIK,
which receive and save the monitoring data of the nodes
of their cluster until the TA arrives. The TA flies
around the GIK (or chooses another flight strategy),
which, when establishing radio communication with the
TA, transmit to it the monitoring data of the cluster
nodes. Fig. 6 shows the options for clustering the
network when using various metrics for choosing the
GIK. The advantages of this method in comparison with
the method of direct data collection from WSN TA
nodes are a significant reduction in the time for
collecting monitoring information and a smaller number
of TA required for data collection. However, this
method requires the development and implementation
of additional network control algorithms that increase
the requirements for the hardware and software of the
WSN nodes and add additional service traffic.

Cluster ¢,

YEPN

® — Sensor node

‘ﬁ' — The main node of the cluster g flight trajectory TA

=+ — Transmission route to the main node
& — place of beginning and end of the flight TA

minTp minTs

Fig. 6 - Variants of network clustering for different
target management functions

The number and size of clusters affects the time for
collecting TA information, battery power consumption
(network operation time), volume of service traffic,
transmission delay, etc. To solve the -clustering
problem, an iterative algorithm is proposed for finding a
feasible solution - the required number of clusters in the
network that satisfy the objective functions (1) and (2).
Its main idea is that if ncl increases, then Tdc increases
and Top increases and vice versa. The algorithm tries to
satisfy the constraints and obtain feasible solutions.

The basis of the algorithm is an analytical model of
the energy consumption of the i-th node ei under
various operating modes (reception, transmission, data
monitoring, sleep): e; = e + ew + eami t eq;, Which
makes it possible to predict the energy consumption of
the nodes in one round of a selection of strategies for
flying around clusters to achieve certain target
management functions. The number of rounds of
operation (operation time) of the network is equal to NR
= ej/e;, where €i0 is the initial energy of the i node.

If NR> NRset, then the WSN satisfies the
requirement for the operation time and you can
optimize the data collection time.

Let's take a closer look at the model.

Each node transmits data to the main cluster node
(GCM) via router nodes. The total volume of exchange
data is: the volume of monitoring data Vmon of each
node transmitted by each node to the MNC along the
constructed routes, the volume of service data Vsl in the
cluster, determined by the accepted exchange protocols
at different levels of the OSI model.

Energy consumed by a simple node: monitoring and

transmission of MNC monitoring data through a
neighboring node j is carried out, sleep mode:

Cisimple™ €idm T iV ami T eyiVyj + es1, e
=a+Br,

where epr and eperij are the energy spent on the bit
of receiving and transmitting data, Vr, Vtr are the
volumes of transmitted and received data; a, [ are
coefficients, rij is the distance between nodes i and j.

The energy consumed by the relay node in the route
from a simple source node s to the MNC-q: s-... -j-i-b-

.-q
€iret= Cisimple T (€rijVdms T €wrijViei T €uivVams +
exbiVupb) Ms,

where 8 is the set of nodes-sources of the subtree of
the route to the MNC through 1.

The energy expended by the g-th main node of the
k-th cluster - eqMNCKk: reception-transmission from
TA; receiving monitoring data Vdmi from all cluster
nodes through the j-th neighbors; transmission of
confirmation to neighboring nodes; aggregation of data
from all cluster nodes; building the topology of this;
construction of transmission routes for emarsh; building
clusters eklast; dream:

€qMNCk = €rg-TAV A Tt €ug-TA Mok Vami T e (Mok —1) Vami +
+ etrqj(nnk _1) Vtrij+ T eagyg Aok Vdmi + eoptemtect

€dm T e,

where erq-TA and etrq-TA are the energy consumed
per bit during reception and transmission between the
g-th MNC-TA, eagr is the energy spent on data
aggregation, erqj, etrqj is the energy consumption for
receiving MNC information from neighboring sensors,
nnkk Is the number of nodes in the cluster, j is the
neighbor node of node 1.

In contrast to the well-known clustering algorithms
(LEACH, EEHC, HEED, DWEHC, etc.), the proposed
algorithm determines the GCI using sets of metrics:

ul is the level of residual energy of the node battery
(priority of CF - max Top);
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u2 is the distance between the GCC to the TA
(priority of the CF - min Tdc);

u3 is the number of neighboring nodes at the node;

p4 is the distance from the node to the main node of
the cluster;

uS is the number of retransmissions from the node to
the main node of the cluster.

The main idea: at the planning stage of data
collection, the priority in the choice of metrics when
forming clusters will be determined by the network
management system based on the priority of target
management functions (Zy — py). Fig. 7 shows the
result of BCM clustering when applying the priority of
certain control CFs (metrics). Building a cluster
topology that meets the target management functions.

Cluster ¢ v 2 o9 ' fo

® — Sensor node

W The main node of the cluster — _ flight trajectory TA

— — Transmission route to the main node

O — place of beginning and end of the flight TA

minTo minTs5

Fig. 7 - The result of clustering for different target
management functions

An improved algorithm for managing the topology
of WSN clusters is proposed based on the rules for
forming RNG and Gabriel graphs, which allow building
energy-efficient cluster topologies in real time.
Application of the proposed algorithm allows saving up
to 20% of the energy of cluster nodes. It is proposed to
use a probe coordinate routing algorithm that builds and
maintains transmission routes depending on the target
control functions by using a variety of metrics for
choosing data transmission routes from monitoring
nodes to the MNC (energy consumed by a node for
transceiving, residual battery energy, number of
retransmissions, distance in GIK and their
convolutions). A certain set of metrics is used
depending on the current target function of network
management.

A generalized algorithm has been developed for the
implementation of an improved method for collecting
monitoring data from the main nodes of TA, which
implements a set of control algorithms: a network
control center, TA, main cluster nodes, router nodes and
monitoring nodes.

Experiments and the obtained dependencies were
carried out: the time of data collection, the time of
stable operation of the network on the dimension of the

network with a different number of flights of the TA
when using different algorithms for collecting data from
the TA with the GIK.

It is shown that the improved method for collecting
monitoring data from TA with GIK allows guaranteed
service of nodes, reducing the time for collecting
monitoring data by an average of 14%, and increasing
the network operation time by 10 - 15% in comparison
with existing methods of data collection.

Evaluation of the effectiveness of methods for
collecting data on wireless sensor networks by
telecommunication air plaToporms - an appropriate
assessment method is presented that combines a set of
analytical models for assessing the time of the WSN
operation, the time for collecting monitoring data with a
simulation model of the functioning process of the
monitoring data collection subsystem of the control
system B.

Using the developed models in the MATLAB
environment, studies of efficiency indicators (data
collection time, BCM operation time, etc.) of improved
monitoring data collection methods were carried out in
comparison with existing ones for various initial data:
network dimension N, number of clusters, number of
nodes in a cluster nk etc.

The simulation results of the improved method of
direct data collection from the WSN TA nodes in
comparison with the existing centroid algorithms of the
corresponding class demonstrated a 10-15% gain in
network monitoring data collection time (due to a
decrease in data collection points) and an increase in the
network operation time by 12-17% (fig. 8).

Results for 50 nodes / cluster
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The simulation results of the improved method for
collecting TA data from the main nodes of the clustered
network in comparison with the well-known method of
clustering WSN HEED showed a decrease in the time
for collecting monitoring data by an average of 14%, an
increase in the network operation time by 10-15%. (Fig.
9)
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Results for 50 nodes / cluster
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Conclusions

The method of collecting monitoring data from the
main nodes of the clustered WSN has been improved.
The difference between the developed method and the
known ones is that for the first time new approaches to
network clustering have been proposed (a new set of
metrics for choosing the main nodes to achieve certain
target functions for managing the collection of
monitoring data, the use of improved rules for finding
energy-efficient cluster topologies by the directional
enumeration method when using the probe coordinate
routing method in a cluster, which makes it possible to
reduce the monitoring data collection time by an
average of 14%, to increase the network operation time
by 10 - 15% in comparison with the existing data
collection methods of the corresponding class.

A technique for evaluating the effectiveness of data
collection methods with WSN telecommunication air
plaToporms is proposed.

The essence of the methodology is that it is proposed to
combine a set of analytical models for assessing the
time of functioning of the WSN, the time of collecting
monitoring data with a simulation model of the process
of functioning of the subsystem for collecting
monitoring data of the control system of the WSN.
Using the developed models, studies of efficiency
indicators (time of data collection, time of operation of
the WSN, etc.) of improved methods of collecting
monitoring data were carried out in comparison with
the existing ones with different initial data: network
dimension, number of clusters, number of nodes in a
cluster, etc. The practical significance of the results
obtained is that the developed methods, mathematical
models and algorithms allow:

determinning  the  trajectory  (position)  of
telecommunication air platforms for collecting
monitoring data from the WSN to achieve various
target network management functions in real time;
planning the trajectory of movement of the TA for the
exchange of data with the network nodes;

increasing the efficiency of algorithmic
mathematical support of the network control system.

and
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Pomantok B. A, Tucenko 0.1, Hogixog B.1, Cywun I.0.

Po3BuTok MeToniB MO3MLiOHYBaHHS, JoKadi3auii Ta 300py naHux i3 By3aiB 0e31poToBoi MOOIIBLHOI CeHCOpPHOI
MepeiKi 3 BHKOPHUCTAHHSIM iHTeJeKTYaIbHHX JaNTHBHUX TeJeKoMYHiKauiiiHux aeponiardopm

IIpob6aemaTuka. Y cTaTTi HABEIEHO PE3yIbTATH JOCTIKEHHS METOMIB TO3UIIOHYBaHHS, JIOKaNMi3amii Ta 300py JaHHX 3
BY3JiB MOOITBHOI 0€3/7pOTOBOI CEHCOpHOI Mepexki 3 BUKOPHCTAHHSIM IHTEIEKTyalbHHX aJaNTHBHUX TEIEKOMYHIKaIliiHUX
noBiTpsHUX waTdopm. [l peamizamii gocmiHKeHHS i€l TeMHU JTOCIiHKeHHS 0yIlo MPOBEICHO aHAIl3 JiTepaTypHHUX JHKeper
Ha 110 TeMy. [ pyHTYHOYHCh Ha TOCHTH OaraTtoMy GibmiorpadidHoMy Matepiaii, OCHOBHE 3aBIaHHs IaHOI poOOTH — BUBUHTH,
HpOaHAITI3yBaTH Ta CUCTEMATH3yBATH BXE BiZIOMI MiIXO/H [0 TO3UIIIIOBaHHS 00'€KTIB y OE3APOTOBUX CEHCOPHUX MEpeKax 3
BUKOPUCTAHHSM IHTENEKTYalIbHUX aJAlITHBHUX TEIEKOMYHIKAI[IHHUX MOBITPSHUX MIAaT(OPM Ta 3alpOIOHYBATH BapiaHTH iX
PO3BHTKY.

Meta. Metoto po0oTH € BIOCKOHANIEHHS MeTOAIB mpsiMmoro 300py nauux TA 3 By3niB BCM, 3aranbHi HalpsIMKH CHHTE3Y
SIKUX BU3HAYCHO y POOOTI.

Mertoan. Jlnst BupimeHHs copMysboBaHOT 3a1adi OyiaM BHKOPHCTaHI METOJM KJIACTEPHOTO aHa3y (KiacTepH3aris
Mepexi), Teopii rpadis (TocHipKEHHs aHANITHYHUX Mojenel (yHkiionyBanus BCM 3 TA, nmoOynosa Tomosorii Kiacrepa),
Teopil TeNeKOMYHIKaifHIX Mepex (TIpH po3paxyHKy MPOITyCKHOI CIPOMOXKHOCTI B pagiokanatax BCM 3 TA) ta teopii (i
9ac po3poOKH MOJIEIi TIO3UIIIOHYBAaHHS TEICKOMYHIKAIIMHUX TTOBITPSIHUX TLTaTHOPM)

PesyabtaTn. [IpomoHyeThess METOMKA OLIHKA e(hDeKTHBHOCTI METOAIB 300py JaHUX i3 OE3APOTOBHX CEHCOPHUX MEPEXK 32
JOTIOMOTOI0 THTENIEKTYaIbHHX aJIAITHBHHX TENICKOMYHIKAIIHHUX TTOBITPSHUX IIATGOPM.

BucHoBkH. YHockoHaNmeHO MeTon 300py MJaHMX MOHITOPHHTY TA 3 OCHOBHHX BY3TiB Kimactepu3oBaHux BbCM.
3amponoHOBaHO METOA OI[HKM e(QeKTHBHOCTI MeToAiB 300py mammx i3 BCM TenekoMyHIKamifHUMH MOBITPSHUMHI
aThopMamu.

KirouoBi ciioBa: 0e31poToBa CCHCOPHA MEPEka; METOI 30MpaHHs JaHUX; KITaCTePU3aLliss MEPEkKi; 0OMIH TaHUMH.

Pomantox B. A, Tvicenko A.U, Hosuxoé B.H, Cywiun H.A.

PasBuTHe MeTOAOB MO3UUHMOHMPOBAHMS, JOKAIM3ALUMH H c0OpPa JAHHBIX € Y3JI0B OecHpOBOAHOH MOOUIbHOIL
CEHCOPHOIi CeTH ¢ HCMOJIb30BAHHEM HHTELIEKTYAJIbHBIX aIaNTHBHBIX TeJeKOMMYHHKAIMOHHBIX a3pomaTdopm

IIpodiemaTuka. B cTarhe npencraBieHbl pe3ysIbTaThl HCCIEA0BAHHS METOI0B TIO3UIIMOHUPOBAHNS, JIOKATM3AUK U cOopa
JIAHHBIX C Y37I0B MOOMIBHOH OECIpOBOJHONW CEHCOPHOW CETH C HCIOJb30BAaHHEM HHTEIUICKTYAlbHBIX aJalTHBHBIX
TENEKOMMYHUKAIMOHHBIX BO3IYIIHBIX IIaThopM. [T peanusaldyl HCCIESIOBAHWA JaHHOW TEMbl HCCIEHOBAHHS ObLI
TIPOBEJICH aHAJN3 JINTEPATYPHBIX UCTOYHIKOB 1O JaHHOH Teme. OCHOBBIBAsCH Ha JOCTATOYHO OoraToM Oubmmorpadugeckom
Matepuaie, OCHOBHAs 3aJjaua JaHHOH pabOoThl - H3y4UTb, IPOAHATN3UPOBATE H CHCTEMATH3HPOBATh yXKE N3BECTHBIC OAXOMBI
K HO3ULHOHUPOBAHUIO OOBEKTOB B OECHIPOBOIHBIX CEHCOPHBIX CETSAX C MCIOJB30BAHMEM HMHTEIUICKTYaJbHBIX aJallTHBHBIX
TEJNEKOMMYHHKAIMOHHBIX BO3AYIIHBIX IIATHOPM U IPEIIOKHUTE BAPUAHTHI UX Pa3BUTHA.

Iean. Lenpio paboThl sIBISIETCS YCOBEPLICHCTBOBAaHME METOJOB MpsiMoro cbopa aanueix TA ¢ y3noB BCC, obmme
HaIpaBJICHUs CHHTE3a KOTOPBIX ONpEJIEIeHbI B padoTe.

Metoasbi. [{ns penienns copMyIMpoOBaHHON 3a1auu ObLTH MCIIOJIB30BaHBl METO/IBI KIIACTEPHOTO aHan3a (KlacTepu3aus
cetn), Teopuu rpados (MccienoBaHue aHaIUTHUeCKHX Mozeneil gynkuuonupoBanusi bCC ¢ TA, moctpoeHne TOMOMOTHH
KJacTepa), TEOpUH TeJIEKOMMYHHKAI[MOHHBIX ceTell (Ipu pacyere mporyckHoi crocobHoctr B paguokaHanax bCC ¢ TA) u
TeopuH (1py pa3paboTKe MOJEIH MO3UIMOHUPOBAHMUS TEJIEKOMMYHHKAIMOHHBIX BO3/IYIIHBIX MIAT(HOPM)

Pesyabratsl. [Ipemnaraercs Metonuka OLeHKH dQ(MEKTHBHOCTH METOIOB cOOpa TaHHBIX U3 OECIPOBOIHBIX CEHCOPHBIX
CETeHl C MOMOIIIBIO0 HHTEIUICKTYAIbHBIX a/IANTHBHBIX TEJICKOMMYHHUKAIIMOHHBIX BO3YIIHBIX IIAT(OPM.

BoiBoabl. YcoBepIieHCTBOBaH METOA cOopa JaHHBIX MOHHTOpHHTA TA ¢ OCHOBHBIX y31m0B Knactepu3oBaHHBIX BCC.
[pennoxxern Meton oOmeHKH 3P(EKTHBHOCTH MeTomoB cOopa maHHBIX ¢ BCC TeneKOMMYHHKAIMOHHBIMH BO3IYITHBIMU
aTGopMamu.

KuaroueBble cioBa: 6ecripoBoiHAsE CEHCOPHAS CETh; METO]] cOOpa JaHHBIX; KIACTEPU3AINS CETH; OOMEH JTaHHBIMH.





