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Background. Modern radar stations for various purposes operate in the conditions of interference created by the imprints
of the radar signal from the background surface, from metrological formations (precipitation, clouds, etc.) and artificial
radiation sources. Ensuring the operation of the radar in such difficult conditions requires the construction of adaptive signal
processing algorithms that have high efficiency and maintain them when changing signal-to-noise situations.

Objective. The purpose of the paper is creation of an adaptive algorithm for detecting a harmonic signal against the
background of spatially correlated interference and estimating its parameters.

Methods. Construction of a two-dimensional autoregressive model of a mixture of correlated spatial noise and harmonic
signal and application of the empirical Bayesian approach to the synthesis of an adaptive algorithm for detecting and

evaluating signal and noise parameters.

Results. A two-dimensional adaptive space-time algorithm for detecting a radar signal reflected from a moving target
against the background of a space-correlated interference is synthesized. The analysis of the efficiency of the algorithm by the

Monte Carlo method is carried out.

Conclusions. It is shown that the empirical Bayesian approach is an effective working methodology in solving the problem
of detecting a harmonic signal and estimating its parameters under conditions of interference with a complex frequency
spectrum under different conditions of a priori uncertainty of their parameters.

Keywords: harmonic signal; detection-measurement; autoregressive models; a priori uncertainty.

Introduction

Modern radar stations for various purposes operate
in the conditions of interference created by the imprints
of the radar signal from the background surface, from
metrological formations (precipitation, clouds, etc.) and
artificial radiation sources. Ensuring radar operation in
such complex conditions requires the construction of
adaptive signal processing algorithms that have high
efficiency and store them in difficult operating
conditions when changing signal-to-noise situations
both in space and time [1-6].

The problem of research and processing of useful
signals [7-14] is related to the randomness of the
observed processes. Signal processing theory allows
obtaining optimal signal detection algorithms for
parametric description of probability distribution
(PDF). Autoregressive models were used in a number
of works to describe signal-interference mixtures with a
complex spectrum [12].

Harmonic signal (HG) is the most widely used in
radar technology. The autoregressive model of the
harmonic signal and the autoregressive model of the
spatially correlated Gaussian noise are used in the
proposed work.

In a new way, developers are increasingly paying
attention to adaptive and nonparametric approaches to
the synthesis of signal processing algorithms [12-14].
They are based on compatible real-time detection and
measurement procedures. In this case, the a priori
information has only a generalized form, such as the
form of the useful signal and the type of interference.
To work effectively in these conditions, signal
processing channels are equipped with many tools for
detection and measuring information parameters in real
time in complex signal-interference conditions. In
particular, this paper uses algorithms for estimating the
frequency of the useful harmonic signal [15],[21],[22].

In this paper, we consider the problem of detecting
of a harmonic signal and estimating its frequency under
the action of a complex interference mixture of
correlated Gaussian noise with an unknown variance
and narrowband active interference.

To synthesize the detection-measurement algorithm,
we use the empirical Bayesian method. The empirical
Bayesian method consists in constructing in the first
step a parametric decision test for a situation with
known parameters and substitution, in the second step,
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in the obtained rule values of unknown parameters of
the signal-noise mixture by the estimates.

Formulation of the problem

The radar viewing area is divided into m range
separation intervals and m azimuth separation intervals.
The size of the separation intervals is determined by the
tactical and technical characteristics of the radar: range
- duration of the probing pulse; in azimuth - the width
of the pattern of antenna. The radar receiver obtains
sequentially n signals reflected from n elementary of
dimensional areas during one period of probing. In the
next probing period, n signals are received. If the radar
antenna is in azimuth scan mode, the receiver obtains
signals from other dimensional areas. If the antenna
does not scan, the prints will belong to the same
dimensional areas. In both cases, a two-dimensional
discrete field of reflected radar signals X is formed.

Consider a two-dimensional discrete field (lattice)
on one coordinate we will postpone numbers of

dimensional separation elements of a radar- j =1,7, on

the second - numbers of probing signals -i = 1,_m The

elements of the field will be radar signals reflected from
J -th - discrete range in i-th probing period. In high-
resolution radar, the samples in each line will be
correlated due to the dimensional correlation of the
prints from the background surface. The samples in the
stacks are packets of signals reflected from the same
element of the radar distinction, relating to different
probing signals.

In coherent Doppler radars, the reflected signals are
fed to a phase detector, which generates signals
proportional to the phase differences of the received
signal and the coherent local oscillator signal. They
may have constant amplitude, in the case of a stationary
target, or, due to the Doppler effect, their amplitude
may change with a frequency proportional to the radial
velocity of the target relative to the radar.

In addition, the radar may be subject to active
interference, which will affect all elements of the
separation.

The task is to synthesize an algorithm for detecting a
signal from a moving target under conditions of such
complex interference.

The two-dimensional filtering algorithm consists of
four steps.

In the first step, we apply an RF notch filter to
suppress the dimensional correlated interference to each
row of the matrix X and obtain a matrix of differences
V that contains noise, uncompensated interference, and
a signal reflected from a moving target. The signals
from the target can be in several elements of the column
of the matrix V, which stand side by side. They form a
signal packet.

We will assume that the columns are statistically
independent and the problem of detecting the signal
from a moving target will be solved for each column
separately. As a result of applying the detection-
estimation algorithm D to the matrix of differences V
we obtain a matrix of values of the test statistics L. The
elements of this matrix are compared with the decision

threshold ¥/, (operator C) and, in case of exceeding the
element A, threshold V,, decision matrix element

Vi takes the value 1. Otherwise it takes the value 0.

X4 Yo - - X,
X1 X2 X2
X =
xm—l,l xm—1,2 xm—l,n
xm,l xm,2 R xm n
RF l
l91,1 l91,2 Ln
32,1 l92,2 l92,71
V=
lgm—l,l lgm—l,Z lgm—l,n
m,l m,2 m,n
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Y11 Via Vin
Va1 ey Vo
G=
Vm-11 - Vm-12 V-t
Vmy Vw2 Vi
Algorithm  for  calculating  test  statistics

D(X,0)=4,; , according to the Neumann-Pearson

lemma, the ratio of likelihood functions also depends on
apriority information about the density distributions of
the probability of reflections of the matrix X for the
cases of the presence of a useful signal and its absence.

In the situation with apriority uncertainty of the
distributions of mixtures or uncertainty of the
distribution  parameters, the empirical Bayesian
approach is used, which involves estimating the
unknown elements of the vector of signal parameters
and noise.

In the case of a decision on the presence of the
target, estimates of the parameters of the signal-
interference situation are displayed on the monitor and
used in further calculations. A generalized block
diagram of the detection-evaluation algorithm is shown

in Fig.1
To monitor
Detection >
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Decision
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Statistic
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of
frequency

Fig.1. The structure of joint detection-measurement algorithm
of HS.

Synthesis of the adaptive notch filter algorithm of
dimensional correlated noise

Signal and interference models. In the conditions
of a priori data insufficient, the Neumann-Pearson
criterion is the most suitable for the synthesis of
detection algorithms [14, 16].

According to this criterion, need to set the density of
the mixture of signal and noise for cases of presence
and absence of signal and calculate the likelihood ratio.

,_5(X.0)
£,(X.0) 0

where f,(X,0), f,(X,0) - the distribution density of

radar reflections X for the presence of the signal from
the target and its absence, respectively, ® - the vector
parameters of the mixture of signal and interference.

As a model of correlated noise, we accept the
Gaussian autoregressive random process.

k
x, (%) :Zajxi—j(ti—j)_'_ni(ti) (2)

where a,,..a, are autoregressive coefficients, 77, are

normal random numbers with variance (732 and zero

mean.

The autoregressive k-order process - is such a
process, the multivariateprobability distribution of
which can be represented by the product:

S (e X5 15058,) = (3,4 %

Z 3)
| I S(x,.1, ‘xifl’ti—l7"xi—min(k,i)’ti—min(k,i))
i=2

where unconditional density of the

Sxut)—
probabilities, f(x;,t, |xi_1,ti_1,.,xi_k,ti_k) — conditional
probability density of the process values in the moment
t;, under the condition that in previous ¢,_,,.,f,_, time
points of autoregressive process had values x,_,.,x, ,.

In the following, we will omit the notation #, of
time points and will use only the subscript at x,. Under
the zero hypothesis Ho the multivariate density of the
probability distribution  x,.,x, from the
autoregressive process is:

Gauss’-
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2
2Gmin(i,k) (a,, “amin(z’,k))

exp

n

I1

! 2
i=2 \/27zo-min(i,k)(al’ “amin(i,k))

2 . . .

where Gmin(i,k)(al,..amin(,.’k))— is variance of residuals
min(i,k)

G =x - a,x,; on the i-th time moment, that

J=1

depends on the autoregressive coefficient a,,..a

min(i,k)*
Sequence of residuals (matrix(V))
min(i,k)
g =x - ax,_;,i=ln
=

can be considered as the output of the notch filter,
which compensates for the spatial correlated
interference. At the output of such a filter a sequence of
random variables with a symmetric 2k + 1 diagonal
correlation matrix is formed. At the stage of synthesis,
we will consider it diagonal and the values of the
sequence - independent.

Synthesis of the algorithm for estimating of the
spatial correlated radar reflections parameters

To synthesize an adaptive notch filter, it is necessary to
estimate the values of the autoregression coefficients

a,,..a,.According to the least squares method we must
fiend values of g,...q, that provides minimum of
function (5).

n k
1= Z(xi —Z:ajxl.ﬁ.)2 —min (5)
i=1 =1

Likelihood equations we obtain due calculation of
partial derivatives of (5) on autoregressive coefficients
ay,..,q;:

n n n
a, Z X, X +..q, Z XXy = Z XiXi1s

i=k+1 i=k+1 i=k+1 (6)

n n n
al Z xi_l.xi_k + ....ak z x[—k‘xi—k = Z xixi—k;

i=k+1 i=k+1 i=k+1

The matrix form of (6):

n

i=k+1 (7)

n n
z X Xigeees z XikXia a

i=k+1 i=k+1

n n ' 1
z XX e z XX \a, z XiXik

i=k+1 i=k+1 i=k+1

where (7), we can represent as
CA=B.

Estimates of parameters of an autoregressive model
of interference are calculated by (8).

A=C'B (8)

Estimations of autoregressive parameters (8)

a ...a,

are used for building of the rejection filter to reduce
spatial correlated interference and to calculate matrix V

k

* . PR . PR

8 =(x, -2 ax, ) i=Lmj=Ln.
gq=1

Synthesis of Doppler frequency detection-estimation
algorithm

Consider the vector of values in the j-th column of
matrix V (9).

v,={9}.i=Lm ©)
Each element of the vector is the sum of the signal

S and uncompensated remnants of the interference

.9ij (10).

u; =s;+9,, i=1,m (10)

In the following consideration, the index j, for
simplicity, will not be used, meaning that the
calculations are performed with elements of one
column.
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We consider a useful signal S= {Sl.} of known form,

but with unknown parameters. It’s distorted by
residuals {191_} of unknown power. On the base of

sample (1), two hypotheses are tested. According to the
hypothesis Ho— no signal — PDF L are determined
only by the residuals variance . If there is a signal —

a hypothesis H; - a multidimensional mixture PDF {n
depends on its statistical characteristics. Synthesis of
detection algorithm is carried out by likelihood ratio
(LR) (11).

L£(x)=L"(X)/L(X)>V, (11)

where 7, — a signal detection threshold that provides
the required false alarm rate (FAR).

Application of the empirical Bayesian approach

Within the outlined problem statement, the synthesis
of algorithms (detectors) of the harmonic signal is
solved within the framework of the empirical Bayesian
method [14] by the criterion of "maximum likelihood
detection” (12).

A

where 0, 0,— sets of estimates of unknown signal

parameters and interference, respectively.

In this work we use a typical autoregressive (AR)
model of sinewave signal [15]. This model allows us to
reduce the problem of adaptive signal detection
algorithm synthesis. A sinewave signal (10) can be also
represented (13).

S, =08, =58, ,, i=3,_n(13)

1

Where the AR parameter o is related with phase
shift between neighbouring samples Y as (14):

a=2cos (y) (14)

Normalized frequency of harmonic signal is
connected with Y by the following relation (15).

BACKGROUND OF A NONSTATIONARY GAUSSIANINTERFERENCE WITH COMPLEX SPECTRUM

o=y/t(15)

During measurements, the condition 0 <y <z of the
Nyquist criterion must be assured to avoid uncertainty
between parameters oandy. One of the features of the
AR-model is implicit dependence on the amplitude and
initial phase. They are defined by two first samples
s;,8, of the sequence. Hence, only parameter ¢ left for
estimation.

In the signal discrete (column) we observe the sum
of the remnants of the spatial noise and the signal (16).

(16)

u,=s,+9,, i=3,n

Using two substitutions 5 =u,,—9,, and
s, ,=u_,—9,,, we convert the last formula to the

recurrent equation of the AR-model of the moving
average (17).

U =aui—1-ui—2+('9i-a'9i—l+'9i—2): (17)

=ou;,, —u, +§i(a)’ i=3,_n,

where the variance of the generating noise process
¢ (o) is

2_ 2 2
G, =0, (2+a )

Expression (17) shows that in the presence of a

harmonic signal corresponding to the autoregressive
model (13), the observed differences (18)

g(a)=(9-a3,+3,), i=3,n (18)

have zero mean and variance
2_ 2 2
0.=0y (2+a ) .

The covariance matrix of the sequence

gi((l), i:&_n
has the form (19).
(2+0*) =20 1 0....0
20 (2+0’) -20 1.....0
(19)
R=cj|1 -2a (2+0’) —2a 1...0|.
(S 1 —2a (2+0?)

We use a quasi-optimal algorithm for estimating the
frequency of HS [12], which is synthesized on the
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maximum likelihood method using the AR-model of
HS under conditions of additive uncorrelated Gaussian
noise.

The steps sequence of the frequency estimation
procedure is as follows. Based on the values of the
input sample, the auxiliary coefficient is calculated
(20).

B(x)= [‘;[(ul+1 +u, ) —2u; }

{2’22 (”i+1”i Tuu, )}
i1

(20)

There is one adequate root (parameter estimate)
of the quadratic equation (21).

o’ —2Ba—2=0 1)

Then the normalized frequency estimate is obtained
(22).

¥ = arccos (& / 2) (22)

Synthesis of an adaptive algorithm for detecting an
AR model of a harmonic signal

Based on the [22] we consider the residues between
actual values u;and the predicted values

as follows (23).

the

un = a’unfl _un72

Z, =u; —oul,_ +u, ,(23)

1

The joined distribution of residues has form (24):

U =[2a] 7 |R |zexp(__zz -, ] (24)

i=3 k=3

—1 . . .
where R, are elements of the inverse covariance matrix.

Signal detection algorithm is determined according
to (12) as:
max L,"(Z,R(w)|H,)

max 1" (Z,0,|H,)

Sy (25)

do

L,(7|R(@) =

where 1% Zo|H H

\/_ exp(— 22/269)

Based on the assumptions of the residues
independence (16) (R=o? (2+a2)1) and the type of
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variance (16), the likelihood function of residues for the
AR-model are defined as (26).

1 z (ui -0, + ui—2)2 26
L<11>R = T exp| —= 2 2 (26)
265(2+0”)

[2710?, (2 +o )JT

Its feature, in contrast to LF (3), is that it has n-2
multipliers. Therefore, for the formation of LR it is

advisable in LF (3) to discard two counts, we have
27).

C ~ 2
z (v, — 0w, +u,_,)

262 262(2+47)

27

If you neglect the first multiplier, then after
taking the logarithm and transformations you can
get the modified verified statistic (28).

n
~ 2
Z (u[ —ou,, + u[—z)
i=3

o] S 7. (28)
A (2+6%)

7.6 ~2 i
20y | =l

where the parameters are replaced by their estimates.
Estimation of Ocan be obtained by some of
numerical method. Due to complex multi extremal form
of likelihood function (24) one can use random search
genetic method.
The structure of joint detection algorithm and
frequency measurement of radar HS is shown in Fig. 1.

Analysis of HS detection-measurement algorithm

The purpose of the research is an analysis of the
efficiency of the synthesized adaptive detection
algorithms.

Statistical modelling by the Monte-Carlo method is
carried out. We limit ourselves to the following typical
research conditions: the FAR level is £=0.01, for which
10000 attempts (simulations) are enough.

Consider that a packet of size N = 16, 32, 64, 128
contains different number of signal periods, that
provides different phase shifts between adjacent signal
samples; the signal to noise range (SNR) change is -
20...15 dB, and the model noise variance is always 1;
the number of detection attempts for each signal power
is selected 1000.
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The frequency estimating algorithm is to calculate
the initial value of the autoregressive coefficient o by
formula (15) and then search for a more accurate value
that provides the maximum of the likelihood function
(19). The maximum can be searched by one of the
numerical methods, for example, the method of random
search in the vicinity of the initial value, and so on.

Detection characteristics and RMS of frequency
estimations vs SNR for different sample volumes and
different signal frequencies are shown on Fig. 2, 3.
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Fig.2. Detection characteristics of algorithm (20) by different
signal frequencies y={0.62;1.252} [rad].
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Fig.3. RMS of frequency estimations vs SNR. a)-N=64; b) -
N=32; ¢)-N=16.

Fig. 2 shows the characteristics of the harmonic
signal detection using the algorithm (20). When the
SNR > 2.5 dB, the probability of detection reaches the
level of 0.5 with the probability of the false alarm of
0.01. Thus, the synthesized adaptive algorithm provides
a high quality joint detection of the HS and evaluation
of'its frequency.
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Fig. 3 presents accuracy of the algorithms (20) using
two HS frequency estimations: first — the initial
estimation according to the root of equation (14), it’s
marked ‘estimationlO’, and second — the tuned
estimation, according to Maximum Likelihood function
(18) method, it’s marked ‘estimation ML’. Accuracy
was calculated for different signal frequencies
v={0.62;1.252} [rad]according to <Y marked on the

figures ‘gamma’. Blue bottom line is Rao-Kramer
border of estimation standard deviation (RMS).

The results of the study of the accuracy of estimating
the frequency of the harmonic signal by the method of
maximum likelihood for the autoregressive model (13)
are shown in Fig.4. The dependence of the evaluation
offset on the signal-to-noise ratio (SNR) is shown in Fig
4 a). Fig. 4 b) shows the dependence of the root mean
square error of the estimate on the signal-to-noise ratio
in dB.
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Fig.4. Shift (a) and STD (b) of frequency estimations.
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FFT. SNR=-1dB.

Frequence respons of adaptive notch filter (b).
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Fig.6. Shows the field of signals after processing by the 4th
order notch filter and the Fourier transform module of the
100-thsond.

As a result of filtration, the active narrowband
interference is almost completely suppressed and the
low-frequency correlated interference is significantly
suppressed.
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Fig.7. Simulated fields of radar prints at different stages of
processing:

a) shows the field of the mixture of signal, correlated noise
interference and narrowband interference. SNR = -1dB. The
signal is not visible;

b) shows the field V after processing the field X with a 4-
order notch filter. Correlated noise and narrowband
interference is significantly suppressed. The hundredth
element of the residuals shows a signal from the target, which
occupies several probes - from the 30th to the 94th (packet
size of 64 radar pulses);

c) shows the result of applying the algorithm for calculating
test statistics (28) and exponential smoothing along the
probes to the field L. The algorithm reduced background
noise and increased the signal-to-noise ratio to 14 dB;

d) shows the result of applying the quantization operator C to
the field L. The standard deviation of the Doppler frequency
estimate was 3%. The shift was 0.2rad.

Conclusion

It is proved that the empirical Bayesian approach is an
effective working methodology in solving the joint
problem of a HS detecting in the mixture with complex
interference and estimation of signal frequency under
different conditions of a priori uncertainty of harmonic
signal and interference parameters.

New adaptive notch filters based on autoregressive
random processes mathematical model provide
effective reduction of spatial correlated interference.
New adaptive algorithms on the base of AR-model of
harmonic signal are synthesized. These algorithms are
invariant to the amplitude and phase of the signal and
require only an estimate of its frequency. Reducing the
number of estimated parameters and high effectivity of
AR algorithms allows us to recommend their use to
increase the efficiency of radio systems.



14

The synthesized adaptive algorithm provides a high
quality joint detection of the harmonic signal and
evaluation of its frequency in the complex interference
condition.

The computer modelling shows that in sample 64, the
algorithm estimates the parameters of the harmonic
signal with an accuracy of several percent at fairly low
ration values of signal energy to interference energy
(SNR > 0 dB).
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Ilpokonenxo U. I., Omenvuyk H. I1., Imumpyk A. IO., Ilemposa IO. B.

BusiBjieHHSl rApMOHIYHOI0 CUTHAJIY HA TJIi HeCTALIOHAPHOI rayccoBoi 3aBa/Iu 3i CKJIAJAHUM CIEKTPOM.

Ipobaemarnka. CydacHi paliofOKaIliifHi CTaHIii Pi3HOTO MPU3HAYCHHS TPAIIOIOTh B YMOBAX IEPEIKOJ, CTBOPIOBAHUX
BiIOMTKAMHU PaioIOKAI[fHOTO CHUTHAIY BiJi ()OHOBOI TOBEPXHi, BiJi METPOJOTIYHHX YTBOPEHH (OMajJW, XMapu TOIIO) Ta
HITYYHUX JDKepes BUIpoMiHioBaHHsI. 3abe3neuentst pobotu PJIC y Takux CKIaJHUX yMOBax noTpedye modyaoBH aJanTHBHHUX
aNTOPHUTMIB 0OPOOKH CHTHAIIB, IO BOJIOMAIIOTH BUCOKMMH MOKa3HUKaMHU €(EKTHBHOCTI Ta 30epiraloTh IX MPH 3MiHI CUTYyaIliH

CHTHAII/IIYM. .

Merta pociirkenb. CTBOpEHHS aJalNTHBHOTO AITrOPUTMY BHSIBJICHHS TapMOHIYHOIO CHTHAYy HA TJi IIPOCTOPOBOT

KOpPEJIbOBAaHOT 3aBajIN Ta OLIHKK HOTO IapaMeTpiB.



I. PROKOPENKO, I. OMELCHUK, A. DMYTRUK, Y. PETROVA. DETECTION OF A HARMONIC SIGNAL AGAINST THE 15
BACKGROUND OF A NONSTATIONARY GAUSSIANINTERFERENCE WITH COMPLEX SPECTRUM

MeTtomuka peami3zamii. [ToOynoBa 1BOBHMIpHOI aBTOpErpeciiiHOi MO CyMillli IPOCTOPOBOI KOPEIbOBAHOI 3aBagy Ta
TapMOHIYHOTO CHTHAIy Ta 3acTOCYBaHHS EMIIPUYHOTO Oal€eciBCHKOrO MiAXOAy M0 CHHTE3Yy aJalTHBHOTO aJrOpHTMY
BUSIBJICHHS T4 OLIHKHM [TapaMEeTPiB CUTHAITY Ta 3aBajIH.

PesyabTratn  fgociimkens. CHHTE30BaHO JBOMIPHUM aJanTHBHMN IMPOCTOPOBO-YAaCOBHUH  alIrOPUTM  BUSBICHHS
paioNoKaIifHOro CUrHaNly, BiJOMTOrO BiJ I, IO PyXaeTbCs, HAa TIi KOPEIbOBAHOI MO AANBHOCTI NMPOCTOPOBOI 3aBaji.
[IpoBeneno anami3 eekTUBHOCTI anropuTMy metooM Monte — Kapio.

BucHoBku. [Tokazano, mo emmipnaanii 6aieciBChKUI MiAXia € ePeKTHBHOIO pOOOUO0I0 METOAOJIOTIEI0 Y BUPIIICHH] 3a/1a4i
BUSIBJICHHSI TAPMOHIYHOTO CUTHAJY Ta OLIHKHM HOTO IMapaMeTpiB B yMOBax 3aBaj 31 CKJIaJHUM YaCTOTHHUM CHEKTPOM 3a Pi3HUX
YMOB anpiopHOi HEBU3HAYEHOCTI IX MapaMeTpis.

Kuaro4doBi ciioBa: TapMOHIYHIMI CHTHAIT; BUSBICHHS-BIMIPIOBaHHS; aBTOPETPECiiiHI MOJIET; anpiopHa HEBH3HAUCHICTb.

Ilpokonenxo U. I., Omenvuyk HU. I1., Imumpyk A. I0., Ilemposa IO. B.

BoisiB/IeHHE TAPMOHMYHOTO CUTHAJIA HA OoHE HECTAMOHAPHOI rayccoBCKOIl MOMeEXH €O CJI0KHBIM CIIEKTPOM.

IIpodnemaTnka. CoBpeMEHHBIC PaIHOJIOKAIMOHHBIC CTAHIIMH PAa3HOTO HAa3HAUCHUS PabOTAIOT B YCIOBHAX JCHCTBUS
MOMEX, CO3/IaBacMbIX OTPKCHUSMHU PAHOJIOKAIMOHHOTO CHTHANa OT (DOHOBOH IOBEPXHOCTH, OT METECOPOIOTHYECKHX
oOpa3oBaHMii (0caaku, 00NaKa W T.0I.) U UCKYCCTBEHHBIMH HCTOYHHKaMH m3inydeHus. ObecrnedeHue padotel PJIC B Takmx
CIIO)KHBIX YCJIOBUSX TpeOyeT IIOCTPOCHMS aJalTHBHBIX aJrOPUTMOB OOpPaOOTKH CHIHAIOB, OOJAAOIIUX BBICOKHMHU
nokaszaresisiMi 3(Q(PEKTHBHOCTU M COXPAHSIOIIMMH UX IIPH H3MCHECHUH CHTHAIBHO-IOMEXOBBIX CUTYaIIH.

Heab wucciaenoBanuid. CozgaHue aJanTUBHOTO ajirOpuTMa OOHApY)KEHHMs TAapMOHHYECKOTO CHTHala Ha (oHe
MIPOCTPAHCTBEHHO KOPPETUPOBAHHOM TIOMEXH U OIIEHKH €ro MapaMeTpoB.

Mertoauka peamu3auum. IlocTpoeHne JBYMEpHON  aBTOPETPECCMOHHOM  MOJEITH CMECH  KOPPEITHMPOBAHHOU
MIPOCTPAHCTBEHHOH TMOMEXH W TAPMOHWUYHOTO CHTHANA W TIPHMEHEHUS] SMIMPHYECKOTO 0aileCOBCKOTO MOAXOAa K CHHTE3y
Q/IAITUBHOTO aJIropuT™Ma 00HAPYKEHUSI U OIICHKHU MapaMeTpOB CUTHANIA U TIOMEX.

Pesyabrathl ucciaenoBanuii. CHHTE3MpPOBAaH JBYXMEpHBIH aIalTUBHBIA IPOCTPAHCTBEHHO-BPEMEHHBIN aJTrOPUTM
OOHapyXEHHs PaJUOIOKAIIMOHHOTO CHTHAJa, OTPAXEHHOTO OT JBIKYIIEiHcs menu, Ha (oHe KOppeIMpOBaHHOW IO
JaJEHOCTUIIPOCTPAHCTBEHHOW moMex . [IpoBenieH aHamm3 3(peKTUBHOCTH anroputMa MetooM Monte — Kapio.

BoiBoabl. [lokazaHo, 4TO SMITUPUYECKUI OalleCOBCKHMI MOIXOM sIBIsieTCs A(PQPEKTUBHON pabovell MeTOomoJorHed B
pelieHnH 3amayd OOHAPY)KCHUsI TapMOHMYECKOTO CHTHAJAa M OLCHKH €ro IMapaMeTpOB B YCIOBHSX MOMEX CO CIOKHBIM
YAaCTOTHBIM CIIEKTPOM MPH PA3INYHBIX YCIOBHSX AIlPUOPHON HEONPEICICHHOCTH HX MapaMeTpPOB.

KaroueBble c/I0Ba: TapMOHWYCCKUII CUTHAN, OOHAPY)KCHHE-M3MECPCHHE; ABTOPCTPECCHOHHBIC MOJCIH; AaIlpHOPHAs
HEOTIPEIEICHHOCTb.



