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Background. The IoT technology covers devices and appliances, such as thermostats, home security systems and cameras,
lighting fixtures as well as other household appliances that support one or more shared ecosystems, and can be controlled by
devices associated with that ecosystem, for example with smartphones and smart speakers. However, there are a lot of
problems to be solved. One of these problems is the power supply of wireless sensors on the Internet of Things.

Objective. The purpose of the study is to reduce energy consumption of IoT devices in the process of transmitting the
collected data by regulating the number of transmission transactions.

Methods. The analysis of the existing energy saving methods in IoT devices shows that the problem of choosing the
optimal buffer size has not yet been solved. An optimization problem has been formulated, which allows considering the
requirements for the quality of transmission of both information flows and communication systems that provide this transfer.

Results. The article presents the modified method of information transmission to improve the energy efficiency of the
network. The need to allocate a queue buffer at each of the nodes and explain the operation of the node using the queue buffer
has been highlighted. The scheme of the project with the use of the modified Sleep / Wake algorithm has been created.

Conclusions. The main idea of the method is to allocate a buffer at each node with a certain threshold value, and if the
latter is exceeded, the transmission of information packets will begin. This increases the service life of WSN by 14.8... 20.6%
compared to the IoT sensor networks that use an asynchronous queue cycle.

Keywords: [0T; energy efficiency; life expectancy of the IoT network.

Wireless sensor networks consist of a range of

sensitive nodes[1],[4] that are located in areas of use

INTRODUCTION (e.g. in deserts, forests, and caves) for information and

do not necessarily have a constant power source. In

each reading element of the node, the battery energy is

limited by a significant increase in energy

consumption[2],[3], which becomes a major problem.

This raises the issue of increasing the lifetime of the
network remote from the source of constant power.

Constant advances in technology and wireless
communications give humanity the opportunity to make
small and cheap sensors that switch to each other
wirelessly. The sensors used, regardless of the time of
their connection to the system, create a network of
wireless sensor element (Wireless sensor network
(WSN)). The sensors convert the collected physical
data into a form that can enable the user to understand
them. WSN technology is growing rapidly, becoming
cheaper and easier to use, and allows the full usage of
various applications in such networks. WSN is most
popular when using a large number of applications that
manage surveillance (health care environment, seismic
activity monitoring, etc.) and management (detection
and tracking of objects).

SOLUTION USED

Theoretically, nodes can save energy between active
and sleep mode. The quantitative ratio between these
modes is the operating cycle of the wireless network.
When using this method, the WSN is adapted, and the
nodes of the sensing elements are turned on and off
during exposure and when they must be used. Network
encryption techniques that protect the wuse of
information and further encode incoming and outgoing

OVERVIEW AND PROBLEM STATEMENT packets of information and, thus, transmit the encrypted
packet to the main node of network software nodes use
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a single jump for communication, but all other types of
nodes use multichannel communication (Fig.1).

Network encoder node
Additional nodes
Intermediate node

Relay node

Main node

Fig.1 The scheme of the sensor network of the Internet of
Things

The WSN duty cycle factor is divided into three
main types: random WSN, coordinated WSN, and
custom WSN. In nodes of ordinary elements, data
packet transfer is switched on or off at random.
Random quadratic WSN is square-dimensional and
rectilinear because no additional overhead expenses are
required. However, the disadvantage of a random WSN
cycle is that it does not go to sleep while maintaining
the network state. This development will generate
significant traffic, i.e. the loop will not be used at a
higher level of information usage.

In a coordinated working cycle, the substance of the
sensing element interacts with each other through the
exchange of information and messages. However, it
requires further exchange of information to broadcast
the active sleep schedules of each node. This will lead
to significant traffic and overhead expenses. Typically,
queue detection and a coordinated workflow
management mechanism are proposed to provide a
queue management to conserve energy and reduce
latency. The designed method does not need to obtain
specific status information from neighboring nodes, but
it uses only the assignment queue lengths that can be
obtained at the nodes. Changes in network conditions
implicitly occur as a result of queue states that have the
risk or capacity of network states. Obtaining the length
of the queue and its variations of the node of the
sensing element (Fig. 2) helps to provide a mode of
distributed network controller for the duty cycle. Thus,
queue recognition and coordinated WSN with the basic
cycle associated with the execution of mandatory
operations are a separate mode.
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Fig. 2 The length of the queue and the variations of the
sensing element node
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The system is taken into account when N devices are
uniformly scattered in space A. All N nodes of the
device are an adaptive cycle Duty Enabled, i.e.
switching between active and sleep state keeps their
queue values within the outer zone B. The nodes are
divided into two commands resembling relay devices
and the nodes of the devices in linear network
programs. The nodes of the active relay devices (R)
transmit information that is generated externally in the
same way as in the bottleneck area. In the bottleneck
area, the relay nodes communicate with the drain using
one-step communication, and the relay node transmits
information packets to other relay nodes and program
nodes that use communication with multiple channels.
Active linear networks of software nodes of the device
write information of the relay node in the code before
transmission to the drain. This node will use one step to
contact the drain. The nodes of the sheet device
sporadically sense the information and transmit it to
neighboring nodes in the direction of runoff. The nodes
of the intermediate device sporadically sense the
information and transmit the detected information and
the received data in the direction of the center of the
network S.

The upper limit of network lifetime for queue
detection is defined as:

=T,D
X

where the value of Sy is taken from:

S (D@ BT x|+ Byl (e, — @) + (1
P)Esicep]

Each node of the device covers the variety of the
received queue and detects the queue attached to it —
one or more — from alternative nodes. At each node of
the device, the packets arrive and depart, except for the
terminal nodes and the main node. The planned
approach is to allocate a buffer on each node to one
queue of inventory. After the buffer occupancy exceeds
the threshold, the switch begins to operate on the device
node in the energy mode in order to try to transmit all

Sy = Pa31
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the information until the buffer occupancy falls below
the limit,. If the buffer size is below the threshold, the
device enters the sleep mode.

Thus, we see the dependence between the size of the
buffer and the change in the number of packet
transmission cycles, and as a consequence — the lifetime
of the sensor network. That is, there are two restrictions
on the minimum and maximum buffer size.

The first limitation — the size of the buffer tends to
the maximum possible. In this case, when the buffer is
full and packet transmission begins, the active
transmission time per session increases.

The second limitation — the size of the buffer tends
to the minimum possible. This option has the inverse
form, but the result — the total energy consumption of
the network — is similar to the first limitation. For
example, if you use a buffer with less capacity than the
length of the sending data packet, the node will have
long active transmission states and will increase the
number of work sessions.

Define role of sensors in network

|s Data Available

Node goes to
sleep mode

W

Node goes to
sleep mode

Is Queue length
> threshold

Check whether intermediate

node is available? No
Yes
Node goes to
Data Encoded using XOR sleep mode
Data Transmitted
Data Received and Node in sleep
Decoded Mode

Fig. 3 The general scheme of the project

The place of using the coordinated method of
information packet transmission can be seen in Fig. 4. If
we pay attention to one of the three levels of the
Internet of Things architecture, namely, the level of the
so-called Edge, it is clear that at this level are nodes
with sensors and actuators. It is in the nodes of the
“Smart” IoT Device that the Sleep / Wake algorithm
changes to increase energy efficiency and increase
system life. Since “Smart” IoT Device [8] best and
most cooperate with the human life cycle [7], it was
more appropriate for them [9], [10] to use a modified
method of information transfer, thereby increasing
energy efficiency and lifetime of networks.
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Fig. 4 Architecture of the Internet of Things using a
coordinated method
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In this paper, we consider the area of wireless sensor
network 200x200 m%, narrow zone diameter 60m, the
number of nodes — 1000, battery energy 25kJ, sleep
energy 30J, transition length 2, the number of bits 96
and buffer threshold 12 bits [6].

Fig. 5 shows the power consumption per node in a
wireless sensor network with a change in duty cycle.
When the value of the duty cycle is 0.01, the energy
consumption is minimal, i.e. 30.1J, and the duty cycle is
0.1, the energy consumption is 1000J. As the duty cycle
increases, the energy consumption increases.
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Fig. 5 Energy consumption of the sensor network using a
random cycle

The figure shows that the power consumption is
maximum for random cycles used in wireless sensor
networks and minimal for queueing with a coordinated
network with a cyclic cycle. Table 1 compares the
energy consumption for different technologies.

Table 1
Energy consumption for different methods

Fig. 6 shows a comparison of the lifetime for a
random loop, a coded network loop, network coding
with a queue detection technique, and a queue detection
with a coordinated WSN loop.
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Fig. 6 The service life of the sensor network using a
random mode cycle, network coding with a cycle, the method
of queuing detection and the proposed system

Table 2
Comparison of life expectancy for different methods

Methods in Life Life
wireless sensor expectancy at p | expectancy at p
networks on the =0.01 =0.1

Internet of

Things

Arbitrary 5.02*¥10"8 2.45%10"8

Work Cycle

Methods in
wireless sensor
networks on the

Internet of Things

Energy use
for p=0.01

Energy use
forp=0.1

Network 5.17*%10"8 2.81*%10"8

coded cycle

Queue 7.89%10"8 5.28*%10"8
detection using

network coding

Arbitrary Work 30.1 1110.4

Cycle

Network coded 28.58 876.3

cycle

Queue 27.25 672.09
detection using

network coding

The proposed 7.94*10"8 5.52*10"8
method
(detection stage
and coordinated
duty cycle) using

buffer

The proposed 27.03 637.11
method (detection
stage and
coordinated duty

cycle) using buffer

Comparing the two methods of transmitting data
packets in sensor networks, namely the asynchronous
and coordinated method with the buffer of the inventory
queue (modified method), we have obtained Fig. 7:
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LifeTime of the sensor network
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Fig. 7 Lifetime of the sensor network using asynchronous
and modified methods of data packet transmission

Thus, Fig. 7 shows the changes in system life time in
terms of the number of duty cycles using two methods
of transmitting data packets. You can see an increase in
the lifetime of the sensor network by 20% when using a
modified method compared to the asynchronous
transmission method.

CONCLUSIONS

The process of choosing a method of transmitting
information to the sensor network of the Internet of
Things plays an important role in network design, as the
method depends not only on the speed of receiving
information packets, but also the lifetime of energy-
independent sensor network. The main idea of the
method is to allocate a buffer at each node with a
certain threshold value, and, in case of the excess of the
latter, the transmission of information packets will be
started. This method increases the lifetime of the WSN
by 14.8... 20.6% compared to the sensor networks of
the Internet of Things which use an asynchronous cycle
of queues.
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Mixuenko A.0., Ckyruw M.A., Kypoeua B.B., Mixnenxo I'.E.

Metoa nepenaui inpopmauii B Intepneri Peueit

IIpo6aemaTuka. TexHonoris loT oxormoe mpuctpoi Ta mpuiIaay, Taki K TEPMOCTATH, CUCTEMH JIOMAIIHBOI OE3MEeKU Ta
KaMepH, OCBITITIOBANIbHI MPUIIAIN Ta 1HIN MOOYTOBI MPUIIAIH, IO MIATPUMYIOTE OJIHY a00 KiJIbKa CIIJTbBHUX €KOCHCTEM, 1 HUIMHU
MO’KHa KepyBaTH 3a JIOIIOMOTOI0 TPUCTPOIB, MOB’SI3aHUX 13 II€F0 SKOCHCTEMOI0, HANPUKIIAL, 33 JOIOMOTOK cMapT(OHIB Ta
pPO3yMHHUX KOJOHOK. OpHak icHye Oarato mpoOseMm, siki HOTpiOHO BupimmTd. OJHIEI 3 IUX HPOOJIEM € KUBICHHS

0e3IpOTOBUX JATYMKIB B [HTEpHETI peyei.

Merta jociikeHHsl. 3MEHIINTH eHepro3atpat npuctpois loT B mpoueci mepenadi 3i0panoi iHpopmamii 3a paxyHOK

pEeryIroBaHHS KUTBKOCTI TPAaH3aKINH epeaadi.

Metonuka peasmizamii. AHaii3 iCHyFOUAX METOMIB eHeprozOepekeHHs y mpuctpoiB loT mokasas, mo 3amaya BHOOpPY
OINITUMAILHOTO po3Mipy Oydepy noci He BupimieHa. bynaa chopmynsoBaHa onTuMizaliiiHa 3a1aya, sika I03BOJIIIA BPaxyBaTh
BUMOTH JI0 SIKOCTI TIepeziadi, SK iHpopMaIliifHAX MOTOKIB, TaK i CHCTEM 3B SI3KY, SKi 3a0€31euyI0Th Iepenaqy.
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PesynbTaTu nociuimkennsi. Y CTarTi mpencraBlieHa MoAuGikaiis crmocoly mepenadi iH(popMarii Uit IiJBHIICHHS
eneproeekTHBHOCTI Mepexi. [lifkpecnoeTbes HeoOXiHICTh BUALICHHS Oydepa yeprn Ha KOKHOMY 3 BY3JIiB Ta MOSICHEHHS
poboTH By3Ia 3a TonoMororo oydepa yepru. CTBOPEHO CXeMy MPOEKTY i3 3aCTOCYBaHHIM MOIU(IKOBaHOTO anroputmy Sleep /
Wake.

BucnoBku. OcHOBHA ijiess METOJy TOJISTae y BuiICHHI Oy(depa Ha KOXKHOMY By3Ili 3 IEBHUM MOPOTOBHM 3HAYCHHSIM, 1 B
pasi MepeBMILEHHSI OCTAaHHBOTO PO3IOYHEThes nepenaya iHopmarniiiHux nakeris. lle 30umblye Tepmin ciyxoun WSN Ha
14,8... 20,6% MOpIBHIHO 3 CCHCOPHUMH MepexkaMi [HTepHeTy pedei, iKi BUKOPUCTOBYIOTh ACHHXPOHHMH UK 4epT.

Kurouogi ciioBa: [0T; eneproedekTMBHICTD; TPUBATICTh KUTTS Mepexi [oT.

Muxuenko A.0., Ckynviuu M.A., Kypoeua B.B., Muxuenko I'.3.

Metoa nepegayu unpopmauuu B Uurepuere Beweit

IpodsnemaTnka. Texuonorust [oT oxBaTbiBaeT ycTpodcTBa M NPUOOpHI, TAKHE KAaK TEPMOCTATBI, CHCTEMBbI JOMAIIHEH
0€301acHOCTH ¥ KaMepbl, OCBETHTENbHBIE NPHOOPHI M Apyrue OBITOBEIC MPHOOPHI, TOAAEPKUBAIOIIIE OJHY MM HECKOJIBKO
00MmMX 9KOCHUCTEM, U MU MOKHO YIIPABIATH C TIOMOIIBIO YCTPONCTB, CBA3aHHBIX C 9TON 9KOCHCTEMOMH, HAIIPUMED, TIOMOIIBI0
cMapT(HOHOB U pa3yMHBIX KOJIOHOK. OJIHAKO CYIIECTBYET MHOTO MPOOJIeM, KOTOpbIe HYXKHO permuTh. OHOM U3 ATHX MpodieM
SBIISIETCS MUTAaHUSI OECIPOBOHBIX AaT4NKOB B VIHTEpHETE Bemiei.

Heas uccaenoBanus. YMEHBIINTE SHEpro3arpars! ycTpoicTs [oT B mpormecce nepenadn coOpaHHON HHPOPMAIIAH 32 CIET
pEeryJIMpoBaHMs KOJIMYECTBA TPAH3aKLMHI NepeIadn.

MeTtoauka peaqu3anui. AHAIN3 CYIIECTBYIOIIMX METOIOB 3HeprocOepexennst y ycrpoiict loT mokazan, 4ro 3agada
BBIOOpA ONITHMAIBEHOTO pazMepa Oydepa 10 cux mop He penreHa. bruta chopMynupoBaHa ONTHMHU3AIMOHHAS 3a/1a49a, KOTopas
MO3BOJIMJIA y4YeCTh TpPEOOBaHMS K KayecTBYy IMepefadd, Kak WH(OPMAlMOHHBIX IOTOKOB, Tak M CHCTEM CBS3H,
o0ecreYnBaIoNINX Mepeiady.

PesyabTatbl uceiaenoBanus. B cratbe mpencraBiena Momupukanus crocobda nepenadn WHGOPMANK ISl TTIOBBIIICHASL
sneprodpdexriuBHocTH cet. [loguepkuBaercss HEOOXOIMMOCTh BbifeleHusT Oydepa ouepend Ha KaXJIOM U3 Yy3JIOB U
00BsICHeHUsT pabOTHI y3lia ¢ moMmolsio Oydepa ouepenn. Co3aaHa cxema MPOEKTa ¢ MPUMEHEHHEM MOAU(DUIIMPOBAHHOTO
anroputMa Sleep / Wake.

BeiBoabl. OcHOBHas uies MeToJa 3aK/IO4YaeTcs B BbIIENCHHH Oydepa Ha KakIOM y3Je C ONpEEICHHBIM IOPOTrOBbIM
3HAYCHUEM, U B CIIy4yae MPEBBIICHHS TTOCICAHEr0 HAYHETCs Tepeaada MHPOPMALMOHHBIX TaKeTOB. DTO YBEJINYMBAET CPOK
cayx6s1 WSN na 14,8 ... 20,6% 10 CpaBHEHHIO C CEHCOPHBIMH CeTAMH VIHTepHeTa Bemiei, KOTOpBIE HCIIOIb3YIOT
ACHHXPOHHBIN LIUKJI O4YepeacH.

Kuarouessie cioBa: [0T; sHEpro3dGpeKTHBHOCTD; IPOIOIKUTENBHOCTD XKI3HH ceTH [0T.





