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Background. The implementation of the new modern services on existing networks requires replacement or
modernization of the old equipment. This negatively affects the efficiency of providing users with new types of services
and their cost. Therefore, the issues/tasks of implementing SDN technology in the construction of networks are in the
center of attention of representatives of science-research organizations and telecom operators. SDN networks have the
advantages of flexible scaling of the system without replacing existing server and network equipment, eliminating
operator dependence on specific vendor solutions, and rapid implementation of the new network technologies and
services. To determine the numerical values of indicators of the functioning of SDN networks and check their
compliance with the requirements, it is proposed to use in working process simulation modelling. For these goals, the
Open Networking Foundation consortium developed the Mininet network emulator, the elements of that are published
publicly. The formation of the simulation model and the procedure for determining the performance indicators of the
SDN network that uses Mininet has a number of features that are considered in the work.

Objective. The purpose of the article is to build a simulation model based on the Mininet network emulator and to
determine the performance indicators of SDN networks of various structures/topologies.

Methods. Creation of a SDN network segment for testing process of its functioning in the overload mode of various
communication routes.

Results. The Mininet network emulator allows simulating SDN networks of a rather complex structure, change the
performance of network branches and the amount of load in communication routes, to create a network-wide overload
mode. During the simulation, it is possible to determine a number of indicators of network performance, such as the
RTT (Round Trip Time) parameter for each route of communication, the bandwidth of branches and routes of
communication, the amount of delay on network elements, loading of OpenFlow Switch ports/interfaces, network
elements with the highest delay, the number of served and lost packets.

Conclusions. Use of the Mininet network emulator is a fairly convenient tool for determining the performance
indicators of SDN networks. However, there are also some problems. First of all, setting up the system's operability
requires writing programs to ensure the interaction among standard elements from the Mininet library. Secondone, is
when congestion occurs in the communication routes, the Floodlight Controller does not automatically balance traffic
along the work-around route. This task has to be solved manually by making changes to the OpenFlow Switch routing
tables.

Keywords: Software Defined Networking; SDN; Mininet; OpenFlow; Floodlight Controller; OpenFlowSwitch;
NFV; virtualization.

INTRODUCTION services, modification (upgrades) of equipment or
services is performed in turn in each network

Existing networks are a collection of hardware
and software equipment such as switches, routers,
firewalls. These devices were created on the basis of
specific hardware and software platforms from
various vendors. Therefore, the introduction of new
modern services on existing networks, as a rule,
requires replacement or modernization of the old
equipment staff [1,2,3,4]. This approach leads to the
emergence of long design cycles, procurement of the
necessary equipment and commissioning. All this
negatively affects the efficiency of providing users
with new types of services.

However, the networks of telecommunications
operators today are mainly composed of “monolithic
physical” network elements, where the control,
administration and data transfer functions are
performed by physical devices. Often, a telecom
operator is forced to build its network using
equipment from one manufacturer, since in this case
it is easier to ensure the compatibility of network
elements and to carry out upgrades. Deployment of

element and requires close internal and external
resources of the operator. This approach makes the
operator's network inflexible, complicates the
introduction of new services and functions, and
increases the operator's dependence on vendor
solutions.

Therefore, the focus of representatives of
research organizations, universities and mobile
operators is on the issues of building networks based
on SDN. The largest contribution to the
development of this product comes from the Open
Networking Foundation (ONF) consortium. ONF is
a non-profit organization dedicated to accelerating
the implementation of SDN and NVF [5].

To date, the ONF has developed documents that
describe the principles of construction and operation
of SDN networks. In works [7, 8, 9, 10] general
requirements, system approaches and generalized
architecture of SDN networks are considered. In
papers [6, 11, 12, 15], the tasks and features of the
protocols are considered, they are used to solve
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various problems in SDN networks. In works [13,
14, 16] described the functions of constructing
elements of the SDN network and the order of their
interaction in the process of streaming information.
In works [17, 18, 19, 20, 21], the principles of
constructing an optical transport network are
considered and recommendations for ensuring the
safety of their operation are given. The most
complete and systematized material is presented in
works [22, 23]. Articles [24, 25, 26, 27] explore
various aspects of information flows and focus on
meeting the requirements for ensuring network
security.

It should be noted that in most of the works,
special attention is paid to the implementation of
individual elements of the SDN network. However,
in the practical implementation of such a complex
system as a SDN network, a comprehensive
assessment of the performance indicators of the
system as a whole is required. For this, various types
of modelling are used to predict the behaviour of the
system in various modes of operation.

MAIN PART

To determine the numerical indicators of the
functioning of complex systems and check them
meet the requirements, three types of models are
used: physical, analytical and simulation [1, 2].

Physical models assume the deployment of a
network section on real equipment and practical
operation in order to determine the performance
characteristics. This method allows you to get values
the closest to real values. However, this approach
requires a lot of time and money.

Analytical models are easy to use and do not
require large material investments. However, such
complex systems as telecommunications are difficult
to describe mathematically. Usually, when
describing service processes, it is necessary to
introduce a large number of restrictions. As a result,
such models can have very low accuracy.

Therefore, as a rule, simulation models are used.
They are less expensive than physical models, allow
taking into account real network processes and have
a fairly high wvariability of the parameters under
study.

To study the performance of SDN networks using
the simulation method, the Open Networking
Foundation (ONF) has developed the Mininet
network emulator. Elements of Mininet are available
in the public domain on the developers' forum site [3,
4]. This allows you to use ready-made elementary
fragments to create simulation models of SDN
networks of various configurations. It should be
noted that simulation models based on the MININET
platform may not work immediately. They require
writing matching programs and settings, the
complexity of which depends on the type of structure

of the network under study. However, to date, the
MININET platform is the most deeply developed, it
allows you to build models of networks of varying
degrees of complexity, it is quite convenient to work
with, and most importantly, it is in the public
domain.

Let us consider the principle of constructing a
SDN network model using the Mininet network
emulator [5, 6]. Fig. 1 shows the structure of a data
transmission network, which consists of standard
switches and hosts (computers). Today, these
elements independently solve both control tasks and
data transmission tasks.
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Fig. 1. Network structure emulated in Mininet

While the transition to SDN, the functional
architecture of the network changes. The essence of
the change is that in SDN the control plane is
separated from the data plane. In this case, all control
functions are transferred to the central SDN
controller, and only the executive functions remain
behind the data plane. Then, when switching to SDN
principles, the functional architecture of the network
on monolithic elements (Fig. 1) takes the form shown
in Fig. 2.
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Fig. 2.SDN functional architecture
At first view, the network has become more
complex due to the appearance of additional
elements: a controller and functional blocks at the
application level. But it must be borne in mind that
the controller has taken over all the control functions.
This greatly simplified the network devices at the
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data plane level, and there are a lot of them on the
network. As for the functional blocks at the
application level, they have always been. They were
just not counted, as they were expected to provide
additional services. A feature of functional blocks in
the SDN network is that they can solve certain
control tasks at the command of the controller.

The interaction of the controller with network
elements is provided through the "southbound"
interface using the open standard OpenFlow
protocol. Today it is the main protocol recommended
by the ONF for use in SDN networks.

An important advantage of SDN networks is that
both hardware monolithic devices and virtual ones
can be used as network elements. Fig. 3 shows an
example where virtual vSwitch (for example, located
in the Data Processing Center) are connected to the
hardware WAN switches of the network (for
example, the Inernet).
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Fig. 3.Building an SDN network using hardware and
virtual network elements

Each switch, hardware Switch or virtual vSwitch,
contains one or more flow tables, a group table, and
supports an OpenFlow channel to communicate with
the SDN Controller (Fig. 4). Each flow table in
OpenFlow Switch contains a set of flow entries and
rules.
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Fig. 4. Functional diagram of OpenFlow Switch

In Fig. 4 shows that a switch can use multiple
forwarding tables. Tables are numbered starting from
0. The packet is sequentially transmitted for analysis
across all tables. Once a package meets the selection
criteria, a specific command is executed, such as a
redirect. The forwarding entry indicates the port,
which can be physical or virtual. There are special
virtual ports that can change the logic of packet
processing, for example, to provide that it is
transmitted through all ports of the OpenFlow
switch.
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There are two modes of work switch :

1. Packet processing mode for data that already
contain information about packet in the forwarding
tables;

2. The mode of processing a packet that first
entered the switch and for which there is no data in
the forwarding tables.

The first processing mode is shown in Fig. 5.
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Fig. 5. Mode of processing packet for which all
data contains in the Flow table.

The essence of the processing process is that a
packet from the H1 host enters port 1 and then is
transmitted for analysis to the Flow table. Checking
the set of packet fields will allow you to determine
the action - to transmit the packet to port 3, to which
the H3 host is connected.

The processing mode of a packet that first entered
the switch and for which there is no data in the

forwarding tables is shown in Fig. 6.
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no data in the Flow table

The essence of the processing process is that a
packet from the H1 host enters port 1 and then is
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structures from Mininet to hardware switches;
deploying a network in Mininet on a laptop,
server, virtual machine or cloud.
There are three ways to build a simulation model
using Mininet:

1. Simultaneously installation of the network
structure and controller in one file. In this case,
the controller has an embedded network.

2. Separate installation of the network
structure and controller in different files. In this
case, we have a controller, which is a remote
device that is not built into the network and is
launched when the network file is started.

transmitted for analysis to the Flow table. Checking

the set of packet fields will not determine the port to °
which the packet is to be sent. Then, as a necessary
action, the packet will be transferred to the
OpenFlow agent, which will establish a secure
communication channel with the SDN Controller and
transfer the packet to it for analysis. SDN Controller
will determine the destination port of the packet,
make changes to the Flow table, and all subsequent
packets of this type will be processed in the first
mode. The packet processing algorithm in this mode

is shown in Fig. 7.
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Fig. 7. Algorithm for processing a package for
which there is no data in the Flowtable.

Let's make a simulation of the network, the
structure of which is shown in Fig. 8, using the
Mininet network emulator.
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Fig. 8.The structure of the investigated network
Mininet

Using Mininet, it is possible to explore SDN
networks of various structures. The main advantages
of Mininet are:

e fast network creation using standard
components.

e the ability to build networks of complex
structure;

e creation of virtual network elements such as
OpenFlow Switch, web servers, monitoring
tools, Wireshark;

e transfer and installation of configured network

method has more possibilities than the first two. It
allows you to build large-scale network topologies.
Floodlight controller is widely used in research in
educational institutions and is actively developing
[7, 8]. Therefore, the work used the third method for
constructing the Mininet simulation model.

Floodlight controller was developed by an open
community of developers who support the
OpenFlow protocol. Modelling SDNs on the Mininet
platform using the Floodlight controller has next set
of advantages [1]:

- controller makes it easy to adapt and develop
applications that are written in Java;

- there are included REST APIs, that simplify
interface programming;

- the Floodlight website provides coding
examples to help developers create own product;

- controller works with both physical and virtual
switches which compatible with OpenFlow;

- controller can support networks on traditional
switches which does not support OpenFlow.

The structure and main functional elements of the
Floodlight controller are shown in Fig. 9.
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Fig. 9. Functional structure of the Floodlight
controller

Now let’s consider the purpose of the basic

elements. The main component in the work of

Floodlight Controller is REST Applications —

programs that use services which use REST API,

controlled by controller modules and modular

applications [2, 3].

REST Applications in their turn interact with
Circuit Pusher which from REST API provides
management of packets of flows on all switches on
the basis of IP-addresses with the set priority. Also
REST  Applications interact with  modular
applications that acting like the applications with
higher bandwidth for communication with the
controller.

Modular applications include applications such
as: Firewall, Forwarding, Concentrator (Hub),
Academic Switch, Entry Pusher, Virtual Network
Filter, PortDown Reconciliation. The interaction of
all these elements creates the controller’s main

SUON|Og PNoIY

Modular Appl

functionality.
In the research, using the Mininet simulation
model with the Floodlight Controller, were

investigated the following performance indicators of
the SDN network, which is shown in Fig. 8:
1. Network performance;
2. Bandwidth of network channels during
transmitting UDP and TCP traffic packets;
3. Possibility of balancing traffic by the Floodlight
controller in the overload mode of network paths;
4. RTT Packets delay values.

To discovery these parameters, there are required
following input data:
1. Network structure that can be specified as a
connectivity matrix;
2. Data transfer protocols that are used:

- UDP;

- TCP.

3. Amount of the load in the paths of
communication.

4. Set performance of network branches.

5. Packet processing time in network elements.

As a result of modelling the process of network
work, were determined the following indicators:

1. Network bandwidth depends on the size of the
input load to the network.

2. Total real network branch performance.

3. Load on the interfaces of each network switch.
4. RRT for all communication routes for two types
of load:

- RTT for TCP packets;

- RTT for UDP packets;

RTT represents the sum of the time it takes for
delivery the package to the consumer and the time it
takes to get confirmation that the packet has been
received.

5. Impact of latency in network elements on
bandwidth performance.

To generate traffic in the network, were used
Iperf tool to generate packets over TCP and Iperfudp
to generate packets over UDP.

The results of network modelling in Fig. 8 are
presented in Table 1.

Table 1.Networkperformanceindicators

Transmitted
Network Load | Bandwidth Latency and lost
route (ms)
packets
6 18.621 15201/5238
HI-H5 Mbps 3.7 Mbps ms (34% loss)
4 1.787 10178/3741
H3-H> Mbps 2.4 Mbps ms (37% loss)
5 1.683 12674/4847
H4-H> Mbps 2.97 Mbps ms (38% loss)

During the research, Host 5 was used as a server
that receives traffic from three clients - Host 1, Host
3, Host 4. At the initial setup, the performance of all
channels in the network was 10 Mbit / s. Further, the
load in the network for each client increased until
the network was overloaded.

For example, a branch of the network has a
performance of 10 Mbps. The load in the
communication route was increased for reaching the
total incoming load in 15 Mbps. The goal was for
traffic to be served not only along the shortest path,
but also along the roundabout path. That is, there
was a need to balance traffic. In our case, to prevent
the occurrence of packet loss in the direction from
sw-1 to sw-2, some of the sent packets were serviced
in the transmission direction from sw-1 to sw-4. The
obtained results are shown in Table 1.The
visualization of the overloading process is shown in
Fig. 10.
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The Wireshark utility allows analysing the
amount of traffic that went through the
corresponding ports/interfaces. Fig. 11 shows an
example of loading the eth4 interface of the switch
sw-1 during traffic transmission to Host 5, which
belongs to the switch sw-2.
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Load Mbit/s

H1 H1 H3 H3 Ha Ha Sum of set  Sum of real
setioad  realload  setload load

Interface eth4 on sw-1

Fig. 11 Load on the eth4 interface of the switch
sw-1
The total amount of transmitted and lost packets is
shown in Fig. 12.
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Fig. 12 Packet transfer statistics between clients
and server
Next, the value of the delay of RTT packets was
researched [4].

The pingall tool is responsible for determining
the RTT parameter. But to get more detailed
statistics use the command: pingallfull.

The results of the RTT research are shown in

29

Table2.
Table 2.Theresultsofthe RTT research
Delay, ms Average RTT, Number of working
ms routes

0 0.146 30

2.5 22.266 30

5 38.578 30

50 308.414 30
100 909.721 30
200 1792.005 30
400 3358.825 28
450 3693.478 27
500 3131.509 18

Visualization of the obtained results is presented
in Fig.13 and Fig. 14.
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Fig. 13. Dependence of the number of working and
denied communication routes with different delays
in the network
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Fig. 14. Dependence of RTT change at different
network delays

As can be seen from Fig. 14, when packets with a
set delay of 400 ms are transmitted in the network,
the first disconnections of the routes begin to occur.
Namely, 2 directions with the largest number of
hops, with 30 directions in the network (where hop
is the distance between two nodes in the network, so
the more hops — the more complicated the routing
path and the further are the nodes from each other).

According to Fig. 14, you can see a decrease in
RTT with a delay of 450 ms, due to the failure of 3
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routes. With a delay of 500 ms, we see a much larger
number of rejections, namely 12 routes.

Also, as a result of the experiment during seting
up all the above delays (Table 2), we noticed rutes
with the largest delays: h1-h4, h1-h5, h1-h6, h2-h4,
h2-h5, h2- h6, h3-h4, h3-h5, h3-h6, h4-h5, h4-h6,
h5-h4, h5-h6, h6-h4.

Thus, the use of Mininet allows you to model a
fairly complex SDN network and get important
performance indicators, such as bandwidth, quality
of service, packet delay using different protocols,
such as TCP, UDP and others. Mininet is publicly
available. Therefore, it deserves a more detailed
study.
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Pomanoe O.1., Caituenxo 1.0., Mapinog A.1l., Ckoneys C.C.

JlochigskeHHsi mapaMeTpiB NPOAYKTHBHOCTI MepeKi
MININET

Ipo6aemaruka. [puniunu nodynoBu i GyHKIIOHYBaHHs Mepexk SDN CyTTeBO BIAPI3HAIOTHCS BiJ TPaaUIiAHUX

SDN 3 BHKOPHCTAHHSIM MEPEKEBOI0 eMyJsATOpa

TeJIeKOMYHIKainHUX Mepex. JUIsi BU3HAYSHHsI YUCEJIbHUX 3HAYCHb MOKAa3HUKIB (PYHKI[IOHYBAaHHS TaKOTO THUILY MEPEX
Ta MepeBIpKU iX BIAMOBIAHOCTI BuMoram, koHcopiiymom OpenNetworkingFoundation po3poOnenuii mepexeBHit
emyJisitop Mininet. ExeMeHTH MepexeBOoro eMyIsitopa € y Biikputomy noctyii. OaHak, moOyaoBa iMiTaliiiHOT MOJIei
i TOpSIOK BH3HAYEHHs I[IOKa3HUKIB (QyHKUiIOHyBaHHs Mepexi SDN 3
0COOIMBOCTEH,SIKI PO3IIISIHYTI B POOOTI.

Meta nocaimkxennsi. CTBOpeHHs imiTamiiiHoi mMoxeni Ha 6a3i MepekeBoro emyssitopy Mininet i BU3HaYCHHS

BUKOpHUCTaHHsIM Mininet Mae psifg

IMOKa3HUKIB QyHKI[IoHyBaHHs Mepexk SDN pi3HOT CTpYKTYpH.

Metoauka peadnizanii. Busnauenns noka3HukiB ¢(yHKImioHyBaHHS Mepexxi SDN y pexnmi IepeBaHTaKCHHS
HAIpPSIMKIB 3B'SI3KY.

Pe3yabTaTu gociimkeHns. IIpoeeneHo MmojentoBaHHss Mepexx SDN ckiiagHOT CTPYKTYpH i BH3HAYCHI HACTYIHI
noka3Huku ¢QyHknionyBaHHs: RTT (RoundTripTime) ams KOXKHOTO HANpsIMKY 3B'SI3KY, IIPOIYyCKHA 34aTHICTH TUIOK 1
HaNpsIMKiB 3B'SI3KY, BEJIMIMHA 3aTPUMKH Ha MEPEKEBUX €JIEMEeHTax, 3aBaHTakeHHs opTiB OpenFlowSwitch, enremenTn
MEpekKi 3 HAaUOUIBIIOO 3aTPUMKOIO, YHUCIIO OOCIYyTOBaHUX 1 BTPAYCHHUX MAKETIiB.

BucHoBKkM. BUKOpHCTaHHSI MEPEKEBOro emyJiitopa Mininet € JOCUTh 3pyYHUM IHCTPYMEHTOM JIsl BUSHAYCHHS
Moka3HuKiB GpyHKIioHyBaHHs Mepexxk SDN. OaHak, € i npoonemu. [To-nepiiie, HaATAIITYBaHHS MIPALIE3IaTHOCTI CUCTEMU
BUMAarae HalMCaHHs [porpam uist 3a0e3nedeHH s B3aeMO/il CTaHAapTHUX eJIeMeHTIB 3 6i0inioTekamu Mininet. [To-npyre,
MpyU BUHUKHEHHI ITepeBaHTa)XeHb B HarpsiMkax 3B"13Ky, FloodlightController He 3a6e3neuye aBTOMaTHYHOTO
OanancyBaHHs Tpadiky 1Mo o6xiguum nusixam. L{ro 3agady 10BOAUTHCS BUPILIYBATH B PYYHOMY PEXKHUMI HIISIXOM
BHECCHHSI 3MiH 110 Tabnuui mapipytusaniiOpenFlowSwitch.

Kuarouosi ciioBa: [Iporpamuo-kondiryposani mepexi; SDN; Mininet; OpenFlow; Floodlight koutponep; OpenFlow
komyTatop; NFV; BipTyamizartis.

Pomanoe A.U., Caituenxo U.0., Mapunos A.U., Cxoney C.C.

HccnenosBanue mnapamMeTpoB NPOM3BOAUTENBHOCTH ceTH SDN ¢ uHcnojib30BaHHEM CeTeBOro 3MYJsITOpa
MININET

IIpo6aemaTuka. Ilpuniuner nmoctpoeHnst n (QyHKnuoHUpoBaHUS cered SDN CyIIecTBEHHO OTJIMYAIOTCS OT
TPAJAMIMOHHBIX  TEJIEKOMMYHUKALMOHHBIX ceTedl. [l  ompeneneHuss YUCISHHBIX 3HA4YeHUH  IOKa3arteneit
(yHKIIMOHUPOBaHUS TAKOT'O THIIA CETEeil M MPOBEPKH UX COOTBETCTBUS TpeOoBaHMsIM, KOHCOpunyMoM Open Networking
Foundation pa3paboTtan cereBoil amyssitop Mininet. DJIIEMEHTBI CETEBOIO AMYJSITOPAa UMEIOTCS B OTKPBITOM JIOCTYIIC.
OnHako, MOCTPOSHNE MMHUTAIIMOHHON MOJIEIIH U TOPSIIOK ONpeesieHusl mokaszaTteiei pyHkunonupoanus cetd SDN ¢
HCITOJIb30BaHUEM Mininet UMeeT psii OCOOSHHOCTEH, KOTOPhIE PACCMOTPEHBI B paboTe.

Leap uccaenoBanusi. Co3aHne UMUTALMOHHON MoOzelM Ha 0a3ze ceTeBOro sMmyJssiTop Mininet U omnpeaeseHus
rokasarenei pyaknuonuposanus cereit SDN pa3nuaHON CTPYKTYPHI.

Metoauka peanu3anmuu. OrmnpeneneHue mnokaszateneil (yHkuuonupoBanusi cetn SDN B pexume mneperpysku
HampaBJICHUI CBSI3H.

Pesyabrarel umcciaenoBanusi. llposeneno mopenupoBaHue cereii SDN  CIIOKHONH CTPYKTYpbl M OIIPENIEJICHBI
crenyrorue nokasarenu GyakuuonupoBanus: RTT (RoundTrip Time) st KaKIOro HAIIPaBICHUST CBSI3U, MIPOITYCKHAST
CIIOCOOHOCTh BETBEH M HaNpaBJICHHMI CBs3W, BEJIWYMHA 3aJEpPKKM Ha CETEeBBIX JJIEMEHTaxX, 3arpys3ka IIOpTOB
OpenFlowSwitch, ameMeHTBI ceTn ¢ HauOoJIbIIEH 3aJePIKKOM, YUCIIO OOCITY)KEeHHBIX U MOTEPSHHBIX ITAKETOB.



32

INFORMATION AND TELECOMMUNICATION SCIENCES VOLUME 12 NUMBER 1 JANUARY-JUNE 2021

onpejeicHus Tokazareiei (yHkiuoHupoanus cered SDN. OpnHako, ecTh M mpoOyieMbl. Bo-mepBbiX, HacTpoiika
paboTOCIOCOOHOCTH CHCTEMBbI TpeOyeT HaIlMCaHWus NPOrpaMM JUis OO0ecreueHHsl B3aWMOJICHCTBUS CTaHAAPTHBIX
2JIeMEHTOB ¢ Oubnuorekamu Mininet. Bo-BTOpBIX, MpH BO3HUKHOBEHHH TIEPErpy30K B HAIMPABICHUSIX CBS3H,
FloodlightController He oOecrnieurBaeT aBTOMATHUECKOW OallaHCHMPOBKHM Tpaduka Mo OOXOIHBIM MyTsIM. DTy 3ajady
MIPUXOUTCS PELIaTh B PyYHOM PEKUME ITyTeM BHECCHHUSI M3MEHEHUH B TabmuIpl Mapiipytusanun OpenFlowSwitch.

KaroueBsbie ciaoBa: I[Iporpammuo-konurypupyemsie cetr; SDN; Mininet; OpenFlow; Floodlight konTposep;
OpenFlow kommyTarop; NFV; BupTyanusanusi.



