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Background. To collect monitoring data from the nodes of the wireless sensor network in the absence of public
telecommunications infrastructure, it is proposed to use telecommunications aerial platforms (TA), built on the basis of UAVs.
Each telecommunication aerial platform acts as a mobile gateway, dynamically creates virtual clusters in the network, determines
the data collection points in the clusters and their flight paths, forms a schedule and exchanges data with cluster nodes depending

on their location coordinates relative to the TA flight path, battery power level and volume of monitoring data.
Objective. The aim of the paper is to improve the efficiency of data collection from wireless sensor network nodes by

telecommunication aerial platforms.

Methods. Unlike existing data collection methods, the proposed method: uses the FOREL (FORmal ELement) cluster
analysis method for clustering the network, new rules for selecting data collection points and rules for data transmission between
TA and cluster nodes to achieve the specified target control functions: minimization of TA data collection time, maximization

of network operation time, minimization of used TA.

Results. The proposed monitoring data collecting method by TA from the nodes of the wireless sensor network allows
increasing the efficiency of achieving a given target control function (reduce the time of data collection, increase the time of
network operation, reduce the number of telecommunication aerial platforms used).

Conclusions. The implementation of the proposed method into the specialized software of the wireless sensor network
control system will improve the efficiency of the sensor node data collection process by telecommunication aerial platforms.

Keywords: wireless sensor network; data collection method; network clustering; telecommunication aerial platform.

1. Introduction

Wireless sensor networks (WSN) are increasingly
being used in various areas of human activity [1 - 3]:
monitoring of forests, fields of agricultural crops, oil and
gas pipelines, borders, implementation of environmental
and meteorological monitoring of areas, search and
rescue missions, etc. A wireless sensor network can be
designed to operate for months or even years in remote
(inaccessible) areas in the absence of common
telecommunication infrastructure. The only solution to
collect data from the network nodes in these conditions
is using of UAV-based telecommunications aerial
platforms (TA) [3]. Autonomous stationary sensor nodes
monitor the specified parameters of zones (objects) of
their coverage, store the received data and when a
telecommunication aerial platform appears in the zone of
their radio communication transmit the collected data to
it.

Let us highlight the main features of this class of
networks:

1. Lack of connectivity between nodes or
fragments of the network in the absence of common
telecommunication infrastructure, which does not allow

you to build a classic data collection schemes in the
WSN, based on the constructed transmission routes from
the sensor nodes to the gateways (base stations).

2. Limited resources of both sensor nodes (in terms
of battery power, processor performance, memory,
transmitter power, radio channel capacity, etc.) and
resources of telecommunication aerial platforms (in
time, altitude and speed of flight, energy reserve,
transmitter power, memory capacity, etc.)

3. Significant dimensionality of the network
(hundreds, thousands of sensor nodes). Replacing
batteries for such a large number of nodes may be
impractical or even impossible. Consequently, reducing
the energy consumption during data collection by sensor
nodes is crucial for increasing the lifetime of the
network.

4. Delay in receiving monitoring data (DTN class).
One way to reduce data collection time is to cluster the
network and define data collection points, which can
significantly reduce the length of the TA overflight route
and, therefore, reduce the data collection time.

The TA can collect data directly from each node in
three basic ways of flying the network [4 - 11] :
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1. TA overflight each node of the network on the
calculated route. The main advantages - low power
consumption of nodes for transmission, simplicity of the
node’s transmission algorithms with TA (in the presence
of radio communication with TA, sensor node transmits
monitoring data to it) and, therefore, their cheapness.
Disadvantage — significant TAs flight time (data
collection) and, accordingly, significant collection time
of monitoring data, increased requirements to its flight
characteristics,

2. The TA trajectory (serpentine, spiral, zig-zag
line etc.) overflows the entire network area, which also
requires a significant flight and data collection time and
relatively high node energy consumption.

3. TA overflight the data collection points. In this
case, the network control centre (or the TA control
system in the case of autonomous operation) divides it
into clusters, calculates TA position in area (in the form
of points or trajectory intervals) to collect data from
nodes in clusters, builds a route to overfly only collection
points. This method allows to significantly reduce the
time of TA data collection, reduce the consumption of
node batteries, but implies the implementation of
appropriate algorithms of interaction between the
telecommunication airplane and network nodes.

The methods and algorithms of data collection
proposed for today [12 - 25] solve only partial tasks of
data acquisition, do not consider features of functioning
of'this class of networks, multi-criteria character of target
functions of network management and require
improvement. Most works consider TA overflight of the
whole monitoring territory, or consider clustering with
"centroid algorithm", according to which data collection
points are placed in the area of the greatest accumulation
of nodes.

The aim of the work is to improve the methods of
direct collection by TA data from WSN nodes, the
general directions of the synthesis, which are defined in
[26].

2. Statement of objective

Let us formulate a general statement of the problem.

Given: The monitoring area of the wireless sensor
network is A4;

the number of network nodes (i = 1...N)and their
location coordinates (x;,y;) € A, Vyuqi - the amount of
collected monitoring data for each i-th node, technical
(number and types of sensor sensors, battery energy,
energy consumption per unit time interval of monitoring
each type of sensor node at a certain distance, etc.) and
telecommunication characteristics (channel and physical
layer protocols, antenna type, transmitter power, power
consumption per bit of receiving and transmitting data
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for the selected protocol and type of communication
equipment, etc.) of sensor nodes;
number of telecommunication aerial platforms Nz,

technical (speed, altitude, flight time, etc.) and
telecommunication (channel and physical layer
protocols, antenna type, transmitter power, etc.)

characteristics of TA.

Assumptions: the TA data collection process is
managed by the ground control centre (GCC); each
network node and each TA has its own control systems
(CS), which implement the adopted method of data
collection and interact with each other and the control
centre; TA can perform autonomous data collection in
the absence of communication with the ground control
centre.

Information about node state parameters (location
coordinates, battery energy level, amount of monitoring
data) is collected during the initial overflight of the TA
network, later information about node state is updated
during each overflight of the network.

Necessary:

1. Determine the number of clusters k, their sizes Ry,
coordinates of data collection points (x,y, h); TA from
cluster nodes (TA position in the space).

2. Calculate the route (trajectory) of the TA flight in
the network from its initial position to the final one
through the data collection points from the cluster nodes.

3. Calculate the flight path, the points (intervals) of
the TA data collection trajectory in the cluster, the order
(graph) of TA data transmission with the nodes of the
cluster.

In this case, it is necessary to implement the target
control functions (TSC) specified by the network control
centre:

minimizing or ensuring a given time of data
collection (Ty,)

Tdc — min or TdcS Tdcgiva (1)
maximizing or ensuring a given time of network
operation (7o)
Top = minor Ty, = Topgivs 2)
minimizing or using a given number of TA (Nr4)
Nrg = min or Nrg < Nrggi,  (3)
at restrictions (1 on:

type of TA - airplane or rotary;

time, speed, altitude and length of the TA flight —

T < Tomax, Vv = [Ymin » Vmaxl B = [Amin, Amax];
Lfl < Lflmax;

the number of clusters in the network —1 < k < N;

energy of the batteries of nodes and TA -
€ = €max€TA = €TAmax;

radio channel range d < dp.¢x and transmission
speed S;_7t4 < Smax (determined by the MAC protocol);
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the buffers
Vbuf < Vbufnode> Z?I:l Vbufi = VbufTA;

quality of service requirements - to collect monitoring
data from all nodes in the network.

The presence of several target control functions
(expressions 1 — 3) leads to the problem of multi-criteria
optimization, which can be solved by methods: the main
indicator, concessions, etc.

3. Stages of the method

volume of node and TA -

The method of direct collection data by TA from the
nodes of the network assumes the following steps of
operation (Table 1):

1. Network clustering - building clusters and
finding data collection points from TA nodes of the
network (initially one collection point per cluster).

To reduce the flight time the network is divided into
a minimum number of clusters, to increase the
functioning time of the nodes are built clusters with a
minimum power consumption of nodes to transmit data
with the TA.

2. Construction the basic (shortest) route of TA
flight from the starting point to the end point of the flight
through the data collection points in the clusters (to
minimize the TA flight time).

3. Construction the TA flight path in clusters and
selection transmission points (intervals) on it to achieve
the specified target network control functions.

The basic flight route in clusters is adjusted and
additional data collection points (intervals) are
determined according to the proposed rules that
implement the specified target functions of network
management.

Scheduling TA transmissions of nodes in a
cluster (defining a schedule of node transmissions in a
cluster) to reduce collection time, redistribute battery
power consumption between nodes (proposed
modification of the IEEE 802.11 protocol). Let's
consider each of the stages of the method of direct TA
data collection from network nodes in more detail.

Table 1

Stages of implementation of the method of direct TA data collection from network nodes

Stages of the method

Existing solutions

New (proposed) solutions

1. Network clustering.

Algorithms for covering points in the area
with circles (random, greedy, centroid,
etc.), algorithms for cluster analysis (k-
means).

FOREL cluster analysis algorithm.

shortest
cluster

2. Construction the
flight path between
centres.

Algorithms for solving the traveling
salesman problem (full brute force,
heuristic, genetic, etc.).

The algorithm is chosen based on the
accuracy and time requirements for
obtaining the TA flight path.

3. Calculation of TA flight path,
transmission points (intervals) in

The flight path is built through the centre of
the cluster, the data collection point is the

Rules for constructing the trajectory in a
cluster and calculating collection points to

clusters. centre of the cluster.

achieve given target network control
functions.

4. Scheduling by TA the nodes
transmissions in clusters.

Existing protocols (e.g., IEEE 802.11).

Trajectory-position model of TA data
transmission with cluster nodes (IEEE
802.11 modification).

3.1. Calculation models for TA data collection
time and network operation time

Splitting the network nodes into clusters and defining
TA data collection points in the area above the clusters
allows reducing the length of the TA flight route.
However, the cluster area (TA coverage area - ©), their
number (k) and size (Ry) must be determined by the
target network control functions, which are set by the
network operator. So, increasing the size of TA coverage
area (cluster) reduces the number of clusters and,
accordingly, reduces the number of collection points (at
the initial stage of the solution it is considered that one
cluster - one collection point), which leads to a reduction

of the route length of TA coverage and, accordingly,
reduction of data collection time. However, this solution
increases the distance between TAs and cluster nodes,
which leads to an increase in energy consumption of
nodes and TAs for data transmission and, accordingly, a
decrease in the time of network operation and vice versa.
Therefore, in order to make a clustering decision, the
network control centre needs to have models for
calculating the network uptime and network operation
time.

The TA data collection time (Tj,.) in one round of
network flight will be equal to the total time of its flight
(Tf) which is determined by the sum of TA flight times




in each k-th cluster tg4 and the sum of the TA times
between clusters tg 41 (depending on route lengths /
and TA flight speed v)

= — VK K-1 _ K Ik
Tac =Tt = =1tk + L=t tprprr = Zk=1;, -+

Vik+1

where k = 1..K is the number of clusters in the
network, [ and vk(l k_k+1vk_k+1) are the route length and
speed of TA flight in the k-th cluster (between k and
k + 1 clusters).

To reduce the flight time between clusters, the TA
flight speed is set to maximum vy, . In clusters, the TA
flight speed is calculated as the maximum possible under
the condition of ensuring connectivity and guaranteeing
the collection of all data from all nodes of the cluster.
Note that the TA flight speed in the cluster can be:
constant or variable (adapted to the necessary time of
data collection from specific nodes of the cluster to
reduce the time of flight in the cluster).

Cluster C,

Cluster €,

@ - sensornode
* - data collection point

<~ - TA trajectory
Cluster Cy

Fig. 1. Variant of clustering of the network and the route of
TA overflight of the data collection points
To guarantee the quality of service, the TA data
collection time from each i-th node tgc;—ra) must not
exceed the time of radio communication t,.;_ta)for TA
overflight over this node (Fig. 2)

Il 2yd%.x — h2cosa

tre(i-TA) = oo

» 2 tae(i-TA) =
Vaci +Voti(PR)

~ sictaldg PR) )
i-TA\&(i—-TA)’

where lis the length of the flight path; vis the flight speed
on this section; s;_r, is the data transmission speed in
the i — TA radio channel, which depends on the selected
PRprotocol and the distance d;_1, between the i-th node
and TA, Vy; is the amount of collected monitoring data
by the i-th node, V,,;;is the amount of overhead traffic of
the protocol used.
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v

Fig. 2. Illustration of the radio communication time
calculating of the i-th node with TA

The data collection time T, from nodes of the TA
network for one round of overflight depends on the route
length Ly and the flight speed v of the platform. The
length of the initial basic flight route Lys; (between the
centres of clusters) TA depends on the number of clusters
Kand their location on the ground, coordinates of data
collection points (x,y, h), of each k-th cluster and the
adopted algorithm for calculating the shortest flight route

(Alg) .
Tye = f; Lysi = f (K, G, y, )y, Alg), k = 1..K (4).

In turn, the flight path in the cluster may differ from
the baseline trajectory in accordance with the accepted
rules of flying around the nodes of the cluster.

The network operation time Ty, depends on the
operation time of its nodes and can be estimated by the
stable operation time (network operation time until the
failure of the first node) or by the percentage of failed
nodes at a certain round of TA overfly.

The number of rounds of TA network flying is:
NR = %0, where e;, is the initial battery energy of the

1A
node, e; is the energy consumption of the node for the

main modes of operation (monitoring, TA data reception
and transmission, sleep) in one round of TA flying:

€ = €imon t €irc t Ejtr T i =

= emon (Timon timon) + €erpVeri +

+ ercercj + esl(tisl): €rp = QU+ Brii"
emon = f (Tmon, D),

where e, and e, are the energy consumed per bit of
transmitting and receiving data; V;,., V.. are the volumes
of transmitted and received data (considering monitoring
data Vinon and service traffic 5); o, B are coefficients, 7;;
is the distance between nodes iand j; e,,, energy
consumed by i-th node per unit of monitoring time at a
given radius of node monitoring 73,5, tmon - Monitoring
time, p - type of sensor; eg; (tg;) is the energy consumed
for node sleep time.

If NR = NRg;y, then the network satisfies the time
requirement, otherwise the GCC produces control
actions to achieve the target function (splits the network
into more clusters, changes the trajectory of the TA
flight, etc.).
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3.2.The FOREL cluster analysis algorithm

The problem of network clustering belongs to the
class of NP-complete, obtaining the exact solution for
large-dimension ~ networks  requires  significant
computational resources, so it is reasonable to use
heuristic methods. In contrast to existing algorithms
coverage of points on the area by circles of radius R
(random search, greedy algorithm, etc.) for network
clustering it is proposed to use iterative algorithm of
cluster analysis FOREL (FORmal ELement) [27]. It
allows finding minimum (necessary) number of clusters
and data collection points in the network at the expense
of TA coverage size R (adjusting TA flight height).

The FOREL cluster analysis algorithm solves the
clustering problem by minimizing the total quadratic
deviation of cluster nodes from the centres of mass of
these clusters.

The minimization function is defined as follows

M = 2115:1 ijesk(xj - uk): (5)
where K is the number of clusters; Sy, is the set of nodes

of the k-thcluster; p; is the coordinates of the centre of
mass of the k-thcluster; x; is the coordinates of the j-
thnode, (x]- - uk) is the distance between the cluster
node and the centre of mass of that cluster.

In two-dimensional area, each node is considered a
point on the area with coordinates (xj, y]-). The
coordinates of the centre of mass of the k-thcluster are

determined according to the expression
p_ 1 gng w_ 1 gng
k= g k=1%j » Yk = i Yker V- (6)
Each node is characterized, in addition to the
coordinates, also by the "mass" m;, the centre of mass of

the cluster is defined:

s Nk
u 1 u 1
e =z LY T3 L Y
k 7 k 7
Jj=1 j=1

mi = Ljes, My (7

The FOREL algorithm specifies the cluster size
(coverage area size R = f(h,dmaxY) by the
telecommunications aerial platform), which depends on
its flight altitude (h), the maximum range of radio
communication between the node and TA (dyax), the
antenna radiation pattern ().

The FOREL clustering algorithm consists of the
following steps:

1. Specified area boundaries, coordinates of objects
(points) I = {I;,I5, ..., I,} and maximum cluster size R,
cluster number (k = 1).

2. A random point my, in a given area is selected. At
the initial stage this point is taken as the centre of mass
of the cluster.

3. All nodes that are at a distance not greater than
Rfrom point myare assigned to belong to this cluster.

4. To create a cluster, the centre of mass my, is
calculated according to expressions (6) or (7).

If the obtained coordinates of the centre of mass
mycoincide with the coordinates of point my, then it is
considered that the k-th cluster is found, all nodes of this
cluster are denoted by the cluster number and are
excluded from further consideration. Then proceed to
step 5 - search for the next cluster.

If the coordinates of the centre of mass my, do not
coincide with the coordinates of point m,, then we take
my = my,, skipping to step 3.

5. Check whether there are nodes that do not belong
to clusters. If there are no such nodes (i.e., all clusters are
defined), then go to step 6. If there are such nodes, then
go to step 2 (search for the next cluster).

6. Output the data about nodes belonging to clusters
and coordinates of their centres of mass. End.

Note. When searching for another cluster it may turn
out that there are no nodes at a distance smaller than the
value R from the selected centre of mass. In this case a
new centre of mass is randomly chosen. A generalized
scheme-algorithm of FOREL functioning is shown in
Fig. 3.

It should be noted that the problem of clustering in
two-dimensional area can also be solved in three-
dimensional area, in the case where the network nodes
are located not on a flat surface, but on a real terrain.

As a result of the algorithm, the network at a certain
value of R will be divided into a certain number of
clusters. By increasing the value of R and executing the
algorithm, we can achieve a decrease in the number of
clusters (TA data points) and vice versa. The advantages
of the FOREL algorithm are: the possibility to change
the number of clusters depending on the R value; the
convergence of the algorithm, which increases with
increasing R; low computational complexity — 0 (n?).
Disadvantage: the result depends on the initial solution
(to improve it, it is necessary to perform several runs of
the algorithm with different input data and choose among
them the best one to satisfy a certain target control
function).
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1
Entering data about
node coordinates,
R k=1

K iy y—
Generating a
point node center Ck

[e——

I P . s—
Calculate the center
of mass for all nodes
xk <R
Fixing the cluster No
Cr and exclude nodes 4 Ci=Cn
from consideration
5 Yes
All of Transition to Cn
the nodes Cw=Cs ]
No eviewed

Fig. 3. Scheme-algorithm of FOREL functioning

Fig. 4 shows the results of clustering simulation
FOREL algorithm for networks with 50, 100, 200 nodes.
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Fig. 4. Results of network clustering by FOREL algorithm
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3.3. Construction the basic route by TA for
network gathering points

The basic flight route of TA (its length Ly f;) from its
initial position to the final one through the cluster centres
can be constructed by one of the known methods
(algorithms) of construction of the shortest path (solution
of the traveling salesman problem): full brute force,
linear integer programming, branches and borders,
greedy heuristic, genetic, etc. [4-10, 28 -30]. The
problem belongs to the class of NP-complete. The
number of iterations of the algorithm increases
significantly with increasing the dimensionality of the
network. Obtaining the exact solution for a high-
dimensional network is problematic. That's why in
practice the methods of obtaining an approximate
solution are used. Among the greedy algorithms, the
cheap inclusion method is the best in terms of the quality
of solution optimality, but it requires maximum
computational labour intensity. The least
computationally intensive of the greedy algorithms is the
nearest-neighbour method. The method consists of the
following: nodes are sequentially included in the route,
and each next node, which is included in the route,
should be close to the last selected node among all others,
not yet included in the route. The choice of one or
another algorithm will be determined by the accuracy
and time requirements to obtain a solution with
limitations on the computing power of the hardware.

3.4.Calculation of data collection points
(intervals) in the cluster and TA flight path

As the initial variant of the TA flight path in the
cluster is taken the basic flight route, calculated at the
previous stage (flying around the clusters centres of
mass). In addition to calculating the TA flight route, the
TA flight altitude (hovering) is important, which
determines the size of the coverage area, the distance
between the node and the TA. An increase of TA flight
altitude leads to an increase of: its fuel (energy)
consumption, the energy consumption of nodes for the
process of transmission to the TA due to the increase of
distance between them, and an increase in the area of
coverage and, accordingly, the number of nodes
connected with the TA. And vice versa. In addition, the
limiting increase in the range of radio communication
dmax 1s limited by the low power of the transmitters of
sensor nodes. An example of different values of the size
of radio communication zones R from the TA flight
altitude /# with using of sector antennas and the
transmission range dmax=250m are shown in Fig. 5.
Therefore, the TA flight altitude must be optimized
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considering the target functions of network control and
limitations on its resources.

dma.\:25g M
i Anax=250 M

100 m

=0 T R200m R=130
Fig. 5. Dependences of the size of the radio-communication
zone R nodes on the TA flight altitude h at d =250 m.

Data collection from cluster nodes can be performed
during its flight, when it is hovering in the collection
point (for rotor-type TA), as well as a combination of
these methods.

Let us consider models for selecting transmission
points between TA and cluster nodes when it hangs to
achieve a given target control function.

The problem is formulated as follows: find the
positions of TA w*over the cluster of area © with
n nodes, which minimizes the time of data collection in
the cluster (eq. 8) or provides a minimum of the total
energy consumption of cluster nodes E. for known
volumes of data monitoring of each i-th node V;,,4 the
volume of overhead traffic V;,; (eq. 9)

Vimat+Viot(PR)
si(di—ta,PR) '’ ®)
E; =min Y} e;(d;_ta, PR)(Vimd + Viot(PR)); )

tge = min Yt

with limitations on the TA flight altitude — hpj, < h <
hmax» the zone of possible TA movement 0, € 0, the
transmission rates in the radio channel at different
distances  s;(d;_ta,PR) (determined by the
characteristics of the transmission protocol, the values of
the node energy consumption per transmission bit,
Vie o i=1..n.

With the known TA flight altitude (h), the antenna
directional pattern (y), the radius Ry, of the circle of
possible TA movement, at which all nodes will be
covered by this TA is determined:
Rer = Reop = dooj, VJj € 0 (Fig. 6).

The target functions (8, 9) are nonconvex and may
have local minima. Known solution methods have
considerable computational complexity. Therefore, we
propose to use an iterative algorithm to calculate an
approximate solution by setting the values of TA
position coordinates in the form of a lattice. The
algorithm calculates t;. and E,; at certain TA positions
within the circle of possible displacement and selects the
position that gives the optimal value.
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TAG, 7, KX

© - sensornode

zone of possible
TA movement

TA radio coverage area

Fig. 6. The cluster and the zone of possible TA relocation

The algorithm for calculating t;. and E; in a cluster
consists of the following steps.
1. Calculate possible movement zone of the TA (Fig. 7).
Determine the set of possible TA positions in the middle
of the possible movement zone in the form of a spatial
grid (Fig. 7).
3. Calculate at each point of the grid the values of t ;. and
E..
4. Select the grid point with the minimum value - the
desired TA position.

& - sensornode
« - projection of the
TA placement

possible TA movement zone

TA coverage zone

Fig. 7. Points of possible TA placement

Note that the flight time in each k-th cluster ¢y, will
be determined by the sum of the flight times along the
route 7 in the cluster and the hover time (data collection)
at the data collection point: tg; = tryr+tack-

Consider the rules for selecting transmission
intervals between the TA (aircraft- or rotor-type) and
cluster nodes on its flight path to achieve the given target
control functions.

The following rules for assigning (adding)
transmission intervals are suggested to reduce the energy
consumption of node batteries when collecting TA data
in a cluster.

1. Onthe TA flight path, assign a data transmission
interval between the node and TA, setting the minimum
distance between them (Fig. 8, nodes b and ¢):

IF tgei < Aty (the time of TA data collection from
node i is no longer than the time of radio communication
with it),
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THEN - on the TA flight path select the
transmission intervals at the closest distance between the
node and the TA,

OTHER - calculate the necessary flight speed to
ensure radio communication with the TA according to
to expression (4) and apply the rule again.

2. From the set of nodes competing to transmit TA
data and having different battery energy levels, assign
the closest TA path interval for transmission to the node
with less battery energy (Fig. 8).

Cluster C @ - sensor node
««-p- TA flight trajectory

= - transmission period

Fig. 8. Illustration of the construction rules
TA transmission intervals with cluster nodes

IF several nodes are competing for data transmission
with the TA, THEN - the node with the lower energy
level should be assigned the highest priority for
transmission at the interval closest to the TA flight path
(in Fig. 8 if e; < e; < e, then the priority { > j >
a, i,j,a €C).

3. Set the minimum (within specified limits) flight
height h of TA in the cluster, sufficient to cover a given
set of cluster nodes (the goal is to reduce energy costs by
reducing the distance between cluster nodes and TA).

4. Set the transmission power level between the
node and the TA to a minimum level that is sufficient to
provide the specified transmission speed at a given
distance.

5. Adjust the basic flight path (between cluster
centres) of the TA in the cluster to fly around nodes with
critically low battery power at the lowest possible
altitude.

6. Cooperative operation of nodes [22]. In the
presence of connectivity between nodes in the cluster,
form real miniclusters with the designation as the main
nodes that are closer to the TA flight path. In the
minicluster the shortest transmission routes from nodes
(with metrics: minimum transmission power, residual
battery energy of the node), remote from the TA flight
path, to the node closer to the flight path are constructed
(Fig. 9). Prior to TA approach, the main node (the one
closest to the TA flight path) collects data from its
minicluster nodes.

7. Ifthere are nodes in the cluster with a significant
amount of monitoring traffic, to partition the cluster into

subclusters to serve loaded nodes with the correction of
the TA trajectory.

@ - sensor node \7/..

—p- TA flight trajectory

*— cluster center

& - exchange point

Fig. 9.Formation of miniclusters

3.5. Trajectory-positional model of TA data
transmission with cluster nodes

The analysis of existing MAC protocols proposed for
WSN showed their insufficient efficiency for data
collection from nodes of TA network [31 - 33]. We
propose a trajectory-position model of data transmission
in the radio channel between TA and cluster nodes,
which considers their state (location coordinates, battery
energy level, the amount of monitoring data) and the
trajectory of movement (hover positions) of the
telecommunications airplane, to ensure the maintenance
of nodes. The trajectory model is implemented in a
hybrid (decentralized / centralized) protocol of data
transmission between nodes and TA, consisting of 4
main stages: initialization of TA transmission with
sensor nodes, transmission by cluster nodes of requests
for transmission with TA, scheduling of transmissions of
sensor nodes of the telecom aerial platform, direct
transmission of node monitoring data with TA.

1. Initialization of exchange. The TA periodically
broadcasts a service message about its presence (PR)
(Fig. 10). Nodes that are in radio communication with
the TA receive the PR and go into active mode.

el
fLFS.mT TS| DATE
Node 1 oyl >
3/ ! - ]
DIAS 7S] ) SIFS DATE
Node 2 >
| |:
TA >
Node exchange requests stage Data exchange phase
Initialization DCF-stage > < (PCF-stage
stage The stage of scheduling node transmissions

Fig. 10. Functioning of the proposed protocol

2. Transmission by nodes of request to
transmission (RTS) from TA (decentralized by cluster
nodes) information about their state: coordinates, battery
energy and volume of monitoring data. In contrast to the
IEEE 802.11DCF protocol, the output interval for
request transmission (t,;) between cluster nodes is
introduced, depending on the distance between the node
and the TA trajectory (priority in service in the cluster is
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given to nodes that are at the greatest distance from the
TA trajectory of flight [31]).

3. TA scheduling of transmissions by cluster nodes
(centralized by TA).

After processing received transmission requests from
cluster nodes, TA calculates flight path and graph of
node transmissions in the cluster (sequence of time
intervals At;,; for each i-th node in the cluster on TA
flight path). For this purpose, TA uses the following
input data: position of the node and TA in the cluster,
amount of monitoring data, distance to the node and
signal level from the node (determines the rate of
transmission in the radio channel and energy
consumption of the node), size of the cluster, battery
energy level, transmission time, location of the node
relative to the flight path. The priority of transmitting
nodes in the TA cluster will be determined based on the
hierarchy of target control functions by rules (p. 3.4),
which can determine the speed, altitude and trajectory of
TA movement in the cluster.

4. Data transmission (by TA permission). The TA
sequentially transmits a confirming transmissions (CTS)
message to each node in the cluster and performs the data
transmission.

3.6.A generalized algorithm for implementing the
TA data collection method

The general algorithm of the method is implemented
based on the hierarchical interaction of algorithms
embedded in the network control centre, the TA control
system and the network node control system.

The main functions of the network control centre are:
collecting data on the state of the network, its analysis,
decision-making and implementation. The main stages
of GCC management are:

1. Planning. At this stage clustering of the network,
selection of collection points, calculation of the basic
flight route, calculation of the flight time for one TA,
calculation of the network operation time, formation of
the plan for using TA (or group), TA flight management.

To achieve the target control functions, the NCC
optimizes the number, size of clusters, determines
collection points or transmission trajectory segments,
adjusts the basic movement route, and determines the
priority of rule application depending on the target
control functions.

2.  Deployment. Preparation for the TA flight to
collect data is carried out.

3. Operational management of the TA flight and
data collection processes, correction of decisions made
at the planning stage, considering the real situation on the
network.

The scheme of the generalized algorithm for
implementing the method is shown in Fig. 11. Let us
consider its main steps.

1. Data collection and input (according to point 2):
parameters of the network, nodes, TA; initial and final
flight point, limit values Tgcgiy, Trigivs target control
functions (1 - 3) and their priority, etc.

2. Clustering of the network (finding, using the
FOREL algorithm, the minimum number of clusters and
collection point coordinates for a given value of cluster
size R);

3. Construction of the base route of the TA flight
according to the obtained collection points by the known
method of finding the shortest route (solution of the
traveling salesman's problem).

BEGIN

! Input of initial
data, selection of CF
priority

l«

The network
clustering
(FOREL)

—3
Construction the basic
flight route of TA

12

no

yes |Divide the flight route
into a specified
number of TAs
13

15~ ek

TA=TA+1

5
Calculation of
Teolmin = Lof/Vinax

Reduce
cluster size — R'=kR
reduce A

no
CF: min7,,—

implementation of rules

11 7All the rule

used ?
END

Drop the rule

Fig. 11. Scheme-algorithm of method implementation

4. Check (block 4): IF the priority of the target
function min(Ty.), THEN - divide the flight route of one
TA into independent routes for all TA. Transition to
block 2.

5. Determination of the minimum time of data
collection by one TA (block 5): Tycgiv = Lfin/Vmax-

6. Check the data collection time requirement:

IF Tdcmin < Tdcgiv
THENR' = kR - reduce R (height h) (block 10);
IF R’ < R[,;, (block 15) then go to block 7.
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ELSER = R', go to block 2;

ELSE if there are no free TAs (block 14)

THEN TA=TA+1 (block 13), divide the route by
the new number of TA (block 12) and execute the
algorithm for each subnet, go to block 2.

ELSE IT'S OVER;

7. Implementation of rules (block 7) according to
p. 3.4 on reduction of energy consumption of nodes,
construction of the trajectory of the TA flight in the
cluster with check on fulfilment of the requirement on
data collection time (block 8).

8. If all the rules are checked for feasibility, then
END, otherwise go to block 7.

Since the network manager determines the preference
of optimization criteria, the multi-criteria optimization
problem will be solved using the method of successive
concessions (trade-offs).

In case of priority of the target function min(7cq)
(block 4), the algorithm divides the overflight route
among all TAs. Initial clustering of the network is
performed with the maximum value of the cluster radius
(R = Rpax), to obtain the minimum number of clusters.
Then, when Ty, < Tgyegiy is satisfied, we try to reduce
the energy consumption of the nodes by reducing the
transmission power by reducing R and applying the
corresponding  cluster energy reduction rules.
Minimizing the number of involved TAs is solved by
adding only one platform at a time when the given
constraints are satisfied.

To assess the effectiveness of the algorithm, its
software implementation in the C# environment was
carried out. Experiments and obtained dependences: the
data collection time, the time of network operation on the
dimensionality of the network, the number of nodes in
the cluster when using the proposed algorithm for data
collection.

Simulation results have shown that the proposed
method allows gaining 10-15% gain in network
monitoring data collection time (due to the reduction of
data collection points), and to increase network operation
time (due to new rules for nodes in clusters) by 12 - 17%
compared to existing methods of direct TA data
collection.

4. CONCLUSION

An improved method for direct collection of
monitoring data from wireless sensor network nodes
using TA is proposed, which allows realizing various
target functions of network management: to minimize
data collection time, to maximize network operation
time, to minimize the number of TAs. The proposed

method can be used in the special software of the control
system of data collection in the WSN with the use of TA.

In what follows, we will propose to solve the network
clustering problem and to construct routes to fly around
data collection points with a given set of TA at their
location in different points at the beginning of the flight.
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Pomaniox A.B, Camobepe A.

Metoa Oe3nocepefiHBOr0 300py AaHHUX TeleKOMYHikauiliHuMu aepomiatgopmMamu 3 BY3/1iB 0e3NPOBOJOBHX
CEHCOPHHUX MepeiK

IlpodnemaTuka. [lns 300py JaHUX MOHITOPUHTY 3 BY3TIB OE3MPOBONOBOT CEHCOPHOI Mepexi 0e3 HasBHOCTI
TEJIEKOMYHIKALIHHOT THPPACTPYKTYpH 3arajbHOTO KOPUCTYBAaHHS 3allpPONOHOBAHO BHUKOPHUCTOBYBATH TEJICKOMYHIKaIliiHI
aeporutatdopm (TA), sixi moOynosani Ha ocHoBi BITJIA. Koxkna TA BucTynae B poii MOOITBHOTO HITIO3Y, INHAMIYHO CTBOPIOE
BipTyaJbHI KJIaCTEPH B MEPEXKi, BU3HAUAE TOUKHU 300py JaHUX B KJIacTepax 1 TpaekTopii iX 00160Ty, popMye rpadik Ta 31iHCHIOE
0OMIH JaHMMH 3 BY3J1aMH1 KJIACTEpa B 3aJIKHOCTI BiJl iX KOOPAMHAT PO3TallyBaHHS 111010 TpaeKTopii nmonwoty TA, piBHs eHeprii
Oarapeii i 00CITy TaHUX MOHITOPHHTY.

Meta gocrigxenHs. [linBumeHHS e(QEKTHBHOCTI Ipomecy 300py AaHHX 3 BY3JIiB O€3MpPOBOJOBOI CEHCOPHOI Mepexi
TEICKOMYHIKAIIHHUMH aepoInIaThpopMaMH.

Metoauka peasnizanii. Ha BigMiHy Bi iCHYIOUHX METOJIB 300py JaHHX 3alpONOHOBAHHHA METOJ: BUKOPHCTOBYE METO[
knacreproro ananizy FOREL (FORmal ELement) amst knactepusanii Mepeski, HOBI mpaBuia BHOOPY TOYOK 300py AaHHX i
TIpaBHII 00MiHY maHuME Mix TA i By3mamu kacTepa Ui TOCATHEHHS Pi3HUX [UTHOBUX (QYHKIIH yIIpaBIiHHA (MiHIMI3aIlg 9acy
3600py maHux TA , MakcuMizamis yacy (yHKIIOHYBaHHS MEpEXki, MiHIMI3aIlis KUTBKOCTI BUKOPHCTOBYBAaHUX TA).

PesyabTaTun gociimkeHHs. 3anponoHoBaHud MmeTon 300py TA JaHUX MOHITOPHUHTY 3 BY3JIB 0€3pOTOBOI CEHCOPHOT
MepeKi 103BOJISIE MiABUINNUTH e()EeKTHBHICTh JOCATHEHHS 3a1aHOT MiboBO1 (PYHKINT yIpaBIiHHSA: 3MEHIIUTH Yac 300py JaHUX,
30UTBIIMTH 9ac (DYHKIIOHYBAaHHS MEPEKi, SMEHIITUTH YHCIIO BUKOPHCTOBYBAaHNX TEICKOMYHIKAIIIHHUX aepoIIaT(hopMm.

BucnoBknu. Peanizanisi 3anporioHOBAHOTO METOJXY B CIIELialli30BaHEe HpOrpamMHe 3a0e3NEUYEHHS CHUCTEMU YIPABIIHHS
6e3MpoBOJOBOI CEHCOPHOI MepeXi JO3BOJIHUTH MiABUIINTH e()EeKTUBHICTH Mpolecy 300py JaHuX 300pOM JaHUMH 3 CEHCOPHHUX
BY3JIiB TeIEKOMYHIKalifHIMH aeporntaT(hopMaMH.

KaiouoBi cioBa: 0e3mpoBofioBa CEHCOpHa Mepeka; MeToa 300py JaHMX; KJIAacTepH3allis; TeJleKOMYHIKalliiHa
aeporuiatdopma.

Pomaniox A.B, Camoepe A.

Metoa HenocpeaCTBEHHOro c00pa JaHHBIX TeJIeKOMMYHHKAIMOHHBIMH aepoILIAT(GPOPMAMH € y3/10B 0eCIIPOBOJHBIX
CEHCOPHBIX ceTeil

IIpodaemarnka. Jlna cOopa MaHHEIX MOHHUTOPHHTA C Yy3JI0B OCCIPOBOJHOM CEHCOpPHON ceTm 0e3 HalIudus
TEIICKOMMYHHKAIIHOHHON HH(PACTPYKTYpHl OOIIECr0 ITOJB30BAHKS IPEUIOKCHO HCIIOIB30BAaTh TEICKOMMYHHKAI[HOHHBIC
asporatdopmsl (TA), noctpoennsie Ha ocHoBe BITJIA. Kaxnas TA BeicTynaeT B pojy MOOMJIBHOTO LUTIO3a, THHAMUYECKH
CO3JaeT BUPTYAJIbHBIE KJIACTEPhI B CETH, ONpEessieT TOUKH cOopa JaHHBIX B KJIacTepax M TPAeKTOPUHU HX 00eTa, GopMupyer
rpaduk ¥ ocymIecTBIIEeT 0OMEH JaHHBIMHU C y3JIaMH KJIacTepa B 3aBUCHMOCTH OT UX KOOPJMHAT PACIIONIOKEHUS OTHOCHTEIILHO
Tpaektopuu moneta TA, ypoBHs SHepriu Oatapei 1 00beMa JaHHBIX MOHHUTOPHHTA.

Heab uccaenoanus. [Toseimenue 3gppekTUBHOCTH mpolecca coopa AaHHBIX C y37I0B OECIPOBOIHON CEHCOPHOH ceTH
TENIeKOMMYHHKAIIHOHHBIMHU aepoIuIaT(hopMaMu.

MeToanka peaju3aluu. B oTamdne oT cyniecTByIOMMX METOJ0B cOOpa JaHHBIX MPEIOKEHHBIH METOI: HCTIONB3YEeT METO
kiacreproro ananmmsa FOREL (FORmal ELement) ans knactepusanuu ceti, HOBbIE MPaBHIa BEIOOpa TOUEK cOOpa TaHHbIX
1 TIpaBWJI OOMEHA TaHHBIMH MeXQy TA W y3mamu KiacTepa Ui JOCTHKEHHS Pa3IMYHBIX IIENEBBIX (DYHKIWH yIpaBICHUS
(MuHIMHA3AIMS BpeMeHn cOopa MaHHbIX TA, MakcUMu3anus BpeMEeHH (DYHKIIMOHHPOBAHUS CETH, MHHUMHU3ALUS KOJIMYECTBA
ucnoibzyembix TA).

Pe3yabTaTsl ucciaenoBanus. [Ipemioxxennsii Mmetoq coopa TA TaHHBIX MOHUTOPHHTA C Y3JI0B OECIIPOBOHOM CEHCOPHOM
CETH ITT03BOJISIET MOBBICUTH 3()(EKTHBHOCTH JIOCTH)KCHHUS 3aJJTaHHOI IeNIeBOI (DYHKIIMH yIIPaBICHUS: YMEHBIIHTE BpeMs cOopa
JAHHBIX, YBEIWYUTh BpeMs (YHKUHOHUPOBAHHUS CETH, YMEHBIUUTb YHCJIO HCIOJB3YyEMBIX TEIEeKOMMYHHKALMOHHbBIX
aeporathopm.

BriBoasbl. Peanmm3anms npeaioskeHHOTO METO/Ia B CENHATN3HPOBAHHOE TPOTPaMMHOE 00eCIIeIeHIE CHCTEMBI YIIPaBICHU
0CCIIPOBOTHON CEHCOPHOW CETH II03BOJIUT IOBBICHTH J(M(EKTUBHOCTH Ipolecca cOOpa MaHHBIX C CCHCOPHBIX Y3JIOB
TEJIEKOMMYHHUKAIMOHHBIMH aepoIuiaTGpopMamH.

KaroueBble c1oBa: OecIpoBOAHAs CEHCOpPHAS CETh; METOJ cOopa MAaHHBIX; KIACTEPU3ALUS; TEICKOMMYHHKAIIHOHHAS
asporuiatdopma.





