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ADVANCED TENSOR APPROACH TO FAST REROUTE WITH
QUALITY OF SERVICE PROTECTION UNDER MULTIPLE
PARAMETERS
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Background. The paper proposes a solution to such an urgent problem today, as to ensure the fault tolerance of
infocommunication networks with the support of the required level of quality of service. The proposed solution is based on the
implementation of an advanced tensor approach to fast reroute with the protection of the level of quality of service under
multiple parameters.

Objective. The aim of the article is to improve the flow-based fast rerouting model in the infocommunication network,
which is based on updated conditions for ensuring quality of service in terms of bandwidth, average end-to-end delay, and
probability of packet loss. It was possible to obtain updated conditions for ensuring the quality of service through the use of a
tensor approach to modeling infocommunication networks.

Methods. As research methods, graph theory, tensor theory, queuing systems were used. For mathematical modeling and
experimental studies, the MatLab simulation package was used.

Results. As a result of the study, under the conditions of implementing fast rerouting, it was possible to provide the
required level of quality of service in the infocommunication network. At the same time, with an increase in QoS requirements,
thanks to an improved tensor approach, the updated conditions for ensuring the quality of service while implementing fast

rerouting were adequate, which, as a result, contributed to a more efficient use of the available network resource.
Conclusions. Implementation of an improved tensor approach to solving the problem of fast rerouting will ensure the fault
tolerance of the infocommunication network with the protection of the level of quality of service in terms of bandwidth,

average end-to-end delay, and the probability of packet loss.

Keywords: infocommunication network; fast rerouting; bandwidth; average end-to-end packet delay; probability of packet

loss; tensor; space; coordinate system.

Introduction

Today, modern infocommunication networks (ICN)
are characterized by a rapid increase in the intensity and
heterogeneity of the transmitted traffic. In addition,
requirements for the level of their availability, fault
tolerance and quality of service (QoS) are constantly
increasing for modern network services [1-4]. However,
in existing networks in a limited network resource, the
noted requirements often contradict each other. This is
due to the fact that in order to increase the fault
tolerance of the network as a whole, it is necessary to
introduce  structural and/or functional resource
redundancy. The reserve can be network devices, to
which the load is redistributed in the event of a failure
of a network element (node, link, path). The
introduction of such a reserve does not allow it to be
used under normal conditions of ICN operation, which
may adversely affect network performance.

At the same time, for multiservice ICN, the task of
ensuring reservation (protection) of not only the
network elements, but also the level of the quality of
service provided, when the QoS requirements would be

fulfilled along both the primary and the backup set of
paths, for example, allowable values allocated
bandwidth, average end-to-end delay, jitter, packet loss
probability.

Analysis of existing solutions

One of the effective means of increasing ICN
reliability at the network level of the OSI model is the
use of fault tolerant routing protocols. Such protocols
can provide fault tolerance of network solutions both at
the level of network access, namely, the protection of
the default gateway, and within the network,
implementing Fast ReRoute policies with the protection
of nodes, links and routes in the ICN [5-8].

The main disadvantage of these solutions is the
limited consideration of the characteristics of the
transmitted traffic, as well as unbalanced use of
available network resource. Therefore, the main
direction of development in this area is the revision of
mathematical models and methods that form the basis
of fault tolerant protocols, with the aim of further

ISSN 2312-4121, Information and Telecommunication Sciences, 2020, Volume 11, Number 1
© 2020, National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”



42 INFORMATION AND TELECOMMUNICATION SCIENCES VOLUME 11 NUMBER 1 JANUARY-JUNE 2020

accounting and balancing the available network
resource to ensure the required QoS in the network.

So, in paper [9-10], results were obtained that, under
the conditions of fast rerouting, are oriented towards
providing and protecting the required level of quality of
service in terms of bandwidth, as one of the key
indicators of QoS. However, these solutions are
narrowly focused and are not able to provide the
required level of providing most multimedia services,
for example, video conferencing or VolIP. This required
the maintenance of the accounting traffic of the
extended list of QoS indicators.

In this connection, solutions were proposed in [11-
16] that ensure the quality of service based on two QoS
indicators, for example, bandwidth and packet loss
probability [11, 12].

Several solutions [13-16], based on the tensor
representation  of  ICN,  provide  protection
simultaneously in terms of bandwidth and average end-
to-end delay.

To expand the functionality of solutions for fast
routing to all three main QoS-indicators, it is proposed
to use a tensor approach to modelling and calculating
ICN, taking into account possible network losses. This
will allow obtaining, in an analytical form, mutually
complementary conditions for ensuring the QoS both in
terms of bandwidth, and the average end-to-end delay,
and the probability of packet loss. That seems
especially important in the conditions of the network
functioning, close to congestion. Thus, the problem
with the design of the advanced tensor approach to fast
reroute with the protection of the level of quality of
service under multiple parameters is relevant.

Tensor model for obtaining conditions of quality
of service protection under multiple parameters

As shown by the analysis of scientific papers on the
formation and development of the theory and
methodology  of  tensor modelling of the
infocommunication network (ICN) [13-15, 17-21], the
first step in building a tensor model of a multiservice
ICN is the geometrization of its structure. In accordance
with the approach proposed by G. Kron [17] and
developed in [18-21], the structure of the ICN will be
modeled by a one-dimensional network S=(U,V).
Then the ICN routers will be described by a set of

network nodes U :{ui,i :I,_m}, where m is the total

number of nodes in the network S. A set of network
edges Vz{vz;zzl,_n} simulate ICN communication

links, where n is the total number of edges in the

network S. Thus, to describe the network elements,
their end-to-end numbering is used.

The nodes of the network § are the nodes, which
simulate routers through which a particular flow of
packets arrives or leaves the ICN. Further research will
also be used, such structural characteristics of the
network S, such as: «(S) is the number of basic
interpolar paths in the network S; 9(S) is the number
of basic internal node pairs in the network S, where the
set of internal node pairs includes all node pairs except

the pole.
In the case of ICN modelling by a connected one-

dimensional network S, the given structural

characteristics ~ are  interconnected by  such
dependencies:

K(S)=n-m+2; 9(S)=m-2. (1)

A discrete n-dimensional geometric space is

introduced on the structure of a telecommunication
network, that is, its size is determined by the number of
communication links in the ICN. Depending on the
aspect of ICN consideration in the introduced discrete
n-dimensional space can be determined by a number of
coordinate systems (CS), in which the coordinate axes
are different types of basic paths [18-21]: edges,
contours, node pairs, cuts, etc. In the framework of this
work, such orthogonal coordinate systems will be
adopted, in which the projections of tensors of the main
functional parameters of ICN will be further
interconnected [19, 20]:

— coordinate system of network edges {vz,z = I,_n} ,

projections of tensors in which will be denoted by an
index v;

— coordinate system of interpolar paths {yl-,i =1,_K}

and internal node pairs {sj, j :1,_8} of the network S,

projections of the tensor in which will be denoted by an
index vye. The orthogonality of these coordinate
systems is justified by the fact that according to
expression (1) the condition n =«(S)+9(S) is satisfied.

In Fig. 1 shows an example of determining for a
network S of basic interpolar paths and internal node
pairs, when the nodes »; and uy were the poles, and the
main structural characteristics took the following
values: n=12, «(5)=5, 3S)=7.
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Yo iU = Uy —>U; > Ug —> U
Y3:iUp = Uy = Us —>Ug —> Uy
Y4:Up = Uy = Us —>Ug —> Uy
Ys5:U; —> Uy —>Us —>Ug —> Ug

Fig. 1. An example of a one-dimensional network that
simulates the ICN structure, and determination of basic
interpolar paths and internal node pairs

In the introduced n-dimensional space, the
telecommunication network relative to each separately
selected packet flow, for which it is necessary to obtain
conditions for ensuring the quality of service, can be
described using a mixed divalent tensor [17-20]:

O0=T®A, 2)

where ® is the tensor multiplication operator; 7 is the
univalent covariant tensor of average packet delays; A
is the univalent contravariant flow intensity tensor in
the coordinate paths of the network.

Expression (2) is sometimes appropriate to present
also in index form:

g =\ (i =1n), 3)

where 1t

; 1s average packet delay along the jth

coordinate path (s); A’ is the average intensity of the
packets flow that are transmitted along the ith
coordinate path (1/s). In the general case, the
components of the mixed divalent tensor QO (2) are

interconnected using the corresponding metric tensors
[17-20]:

T=EA and A=GT 4)

where E is the two-dimensional metric tensor; G is the
doubly contravariant metric tensor.

In the index form, expressions (4) take the following
form:

szeﬁki and xl:gl]Tj,(l,]:L_n) (5)

The tensor equations (4) in one or another
coordinate system take the corresponding vector-matrix
form. For example, in the coordinate system of network
edges, tensor equations (4) will take the following form:

I,=E,A, and A, =G,[T,, 6)

where A, and T, are the projections of tensors A and

T in the coordinate system of the edges, respectively,
which are represented by n-dimensional vectors of
flow intensity and average packet delay in the ICN

vV

e::

communication links; E, =|e;

is the projection of the

double covariant metric tensor £ in the coordinate
system of edges, which is represented by the diagonal

is the projection of

matrix of the size nxn; G, = gij

the double contravariant metric tensor G, which is also
represented by the corresponding diagonal matrix of the
size nxn.

In this case, the following rule holds:

E, = [Gv ]_1 > (7)

-1 . . .. .
where [-]" is matrix transposition operation.

Similarly, in the coordinate system of the interpolar
paths and internal node pairs of the network, tensor
equations (4) have the following form:

and A, =G,.T, (8)

E A yetvye »

e — Cyellye

T,

where A, and T, are the projections of tensors A and

T in the coordinate system of the interpolar paths and
internal node pairs, which are represented by n-
dimensional vectors of flow intensity and average
packet delay in the corresponding interpolar paths and

elt

internal node pairs of ICN; E,, :‘ i

is the projection

of the double covariant metric tensor E in the
coordinate system of the interpolar paths and internal
node pairs, which is represented by the diagonal matrix

of the size nxn; G, =“g§fs is the projection of the

double contravariant metric tensor G in the coordinate
system of the interpolar paths and internal node pairs,
which is represented by the corresponding diagonal
matrix of the size nxn.

By analogy with (7), the following rule holds:
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£e=[G,]" ©)

As is known [17-20], the projections of tensors in
various coordinate systems are interconnected using
linear transformation laws. Then, the transformation of
the projection coordinates of the covariant tensor 7T
during the transition from the coordinate system of the
interpolar paths and internal node pairs to the
coordinate system of the network edges is carried out as
follows:

T, = ATy,

(10)

where 4y, is covariant transformation matrix of the size

nxn for these bases.
Tensor projection of average packet delays in the
basis of interpolar paths and internal node pairs, which

is represented by an n -dimensional vector 7, , has the
following structure [18, 19]:
G [+
T, M M
To=|--|s T, =| s T =|75 |, (11)
T, M M
T 75 |

where T, is a x -dimensional vector of average packet
delays packets along the basic interpolar paths of the
network; 7, is a 9-dimensional vector of average
packet delays packets between nodes that form the

basic internal node pairs; r}

is a average packet delay
. e
along the jth base pole path (v;); 1), is a average
packet delay between the nodes that form the pth base
internal node pair (¢, ).
The law of contravariant coordinate transformation
when changing the considered coordinate systems can

be described by a nonsingular matrix Cy, of the size
nxn [19,20]:

A, = C\}}sAys > (12)
where n-dimensional vector A,
of the tensor A in the coordinate system of the

interpolar paths and internal node pairs, has the
following structure:

which is a projection

f 1
7\"{ 7"5
AY M M
Ays =1 Ay = 7"4 3 Ag = 7"5 > (13)
Ag M M
9
] el

where A, is a k -dimensional vector of flow intensities

along the basic interpolar network paths;A, is a 9-
dimensional vector of flow intensities between nodes
that form the basic internal node pairs; X{ is the

intensity of the flow along the j-th base pole path (v, );

AL (1) is the intensity of the flow that enters the network

and leaves the network through nodes that create the p-
th basic internal node pair (¢, ).

Matrices of covariant and contravariant coordinate
transformations when changing these bases are related
by orthogonality conditions

C;S(A«;s)t :Ia (14)

where I is the identity matrix of size nxn; []t -

operation of matrix transposition. The rules for the
formation of covariant and contravariant coordinate
transformation matrices of the introduced tensors when
changing the described coordinate systems are
described in detail in [17-20].

The metric properties of the geometric space
introduced in the ICN structure directly depend on the
following main functional parameters of the network
and its elements:

— characteristics of network traffic: the number of
flows, their intensity (packet rate), packet length, etc.

—router interface settings: bandwidth, the degree of
congestion, the maximum size (N) and the congestion
of the queue buffer, etc.

Consider an example where the functioning of the
interfaces of network routers is modeled by the queuing
system (QS) M/M/1/N, which is adequate in the
conditions of overload of ICN. Then the average packet
delay in the ith communication link, which is the
corresponding coordinate of the projection of the tensor
T in the coordinate system of the network edges (T, ),

can be calculated using the formula [13-15, 18-20]:

!

_ N+2 N+lpq_ o
Pi Pi (N+1),0 (1 pl). (15)

Ti =
ri(1=pN (1= p;)
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where ¢; and p; are the bandwidth and the utilization
coefficient of the i th communication link, respectively:
i

Pi=—, pi<19
?;

(16)

where A; is the total intensity of all packet flows that

are sent to the ith ICN communication link. If
expression (15) is generalized to the entire set of
communication links and reduced to a vector-matrix
form (6), then the projection coordinates of the double-
contravariant metric tensor G in the coordinate system
of the network edges can be represented by the values
of the diagonal elements of the matrix G, [17-21]:

i =p - p)A (17)
& = _ N+2 _ N+l ’
Pi —Pi (N+Dp;" " (1=p;)

where A/ is the intensity of the packets flow, which is

considered from the point of view of constructing the
tensor model (3), in the i th ICN communication link.

In [19, 20], examples of metrization of the tensor
TCM model were demonstrated in the case of
simulating the operation of the QS interface SS/M/1/N,
where the SS symbol indicates self-similarity of the
incoming flow.

For internal (non-polar) nodes, which are transit in

relation to the analyzed packet flow, all coordinates A/

of vector A, (13) determine for each ;th node the total

intensity of the stream of lost packets over all its
interfaces. Then the condition for ensuring quality of
service in terms of the probability of packet loss takes the
form

A < abrea) (18)

p<req> :

1

J

where 19 is the average intensity of the packet flow

(1/s) at the entrance to the ICN, in the interests of which
a tensor model is constructed (3); Plreq) is the

admissible probability of packet loss of this flow in

ICN. In fact, the values ) and P determine the

req>
QoS requirements for the level of bandwidth and
reliability that ICN should provide for this flow.

Further studies will be based on the fact that the
average end-to-end delay of packets that are transmitted
between a given pair of routers (network poles) using
set of routes P, is calculated by the formula

[P
TMp:pr‘tp, (19)
p=1
where x, is the fraction of the packet flow that was

successfully delivered to the destination router using the
pthpath; 7, is the average delay of packets that were

transmitted along the p th path in ICN; |P| is the power

of the set P, the value of which determines the total
number of paths available for routing.
In general, expression can be used for calculation

Xp

x, =L (20)

where %, is the intensity of the flow of packets, which
were successfully delivered to the destination router

using the p-th path; 2* is the intensity of the flow of
packets, which were successfully delivered to the
destination router using all available paths from set P .
If no packet loss in ICN, then 1" = A7) At the same
time, the condition for ensuring QoS requirements for
the average end-to-end delay is as follows:

21)

According to expressions (8)—(10), (12), (14) it is
possible to write down the law of transformation of the
projections of the double covariant tensor £ when the
coordinate systems change from the basis of edges to
the basis of interpolar paths and internal node pairs:

TmpP < T<req> .

E,. =(Cp) E,Cy,

viye

(22)

Then, taking into account (11) and (13), equation
(8) can be represented in such a vector-matrix form:

o] e 1 e
=== + —=—|-- (23)
AR
at
1A
==+ ———|=E,
| 5
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where E@ is the square sub-matrix of the size kxx;

E@

4o 1s the square sub-matrix of the size 9x9; E§§> is

the sub-matrix of the size kx9; E§z> is the sub-matrix
of the size 9xk. From expression (23) we can obtain
the formula

T, = EVA, + ERA, . (24)

To obtain an expression equivalent to (19), for first
multiply the left and right sides of formula (24) by A’Y ,

and then divide them by 1°. As a result of the
transformations, the following equality is true:

y-ve yrve e |- (25)

Typ = i*(A’ EWA, + A DA
A
Taking into account inequality (21), the condition
for ensuring quality of service by the average packet
delay and bandwidth under conditions of probable
network congestion it will take the form:

* t (1 t (2
V"2 DA+ ALERIA,

ey (26)

Inequalities (18) and (26) determine the conditions
of protection for ensuring the quality of service when
transmitting packets along the primary path or
multipath, which can include any network elements —
links and routers in the ICN.

The advantages of the conditions (18) and (26) are
as follows:

— interconnected coverage of simultaneously many
different types of QoS-indicators: packet transmission
rate, average end-to-end delay (26) and probability of
packet loss (18);

—taking into account the basic structural and
functional parameters of the network, traffic
characteristics and packet service disciplines;

—an analytical form of conditions that allows their
use in optimizing traffic management processes, such as
routing, distribution and reservation of channel and
buffer resources, etc.;

—invariance of the type of conditions obtained,
which are valid for a wide class of initial data on the
structural and functional construction of the network,
traffic characteristics and packet service disciplines
used on routers, including in conditions of congestion
and possible packet loss when implementing both
singlepath and multipath routing strategies, algorithms
for static and/or dynamic distribution of network
resources.

Then to implement a fast rerouting strategy, it is
necessary to introduce conditions (18) and (26) for
backup multipath in the network.

In general, the method of obtaining the desired
conditions for ensuring the Quality of Service for a set
of the mentioned indicators, but already along the
backup multipath, is similar to the one described above,
however, has several important features.

To do this, it is also necessary to build a tensor
model of an infocommunication network S, in which
the network structure already defines the discrete 7 -
dimensional space, where 7 is the number of
communication links in the network except for those
links that are to be protected.

Let's agree that all other parameters introduced in
the tensor model of the ICN (1)-(26) and referred to the
calculation of the set of backup multipath will be
denoted by the same variables, but with an overline.

In this case, similar to expressions (1)-(26), the
condition for ensuring quality of service in terms of the
probability of packet loss, when using a backup route,

takes the form:
=i - re)
Z sj <\ p<req> > (27)

~

where § is the number of internal node pairs in the
network S, which, in the general case, can be less than
9 (1) if the nodes of the network are protected during
FRR.

The conditions for ensuring QoS in a set of indicators
for each kth flow of packets, but already now the
backup multipath, can be represented as follows:

A A
Upeq) 2A§E§S>AY+A’YE§8>AS, (28)

where 71" is the intensity of the flow of packets, which
were successfully delivered to the destination router
using all available backup paths;

E@ and Eg ) are components of the projections of the
metric tensor Eyg in the interpolar paths and internal
node pairs coordinate system,; /_\Y is the vector of flow

intensities along the basic interpolar network paths; A,
is the vector of flow intensities between nodes that form
the basic internal node pairs, but introduced on the
network structure S .
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Flow-based Fast ReRoute model in the
infocommunication network

In the general case, as shown in [11, 15, 16], the
structure of the mathematical flow-based Fast
Rerouting (FRR) model in ICN contains the following
conditions, which, when formulating the corresponding
optimization problems, act as restrictions or optimality
criteria. These conditions include:

— conditions of flow conservation on separate routers,
which are part of the primary and backup path and in
ICN as a whole;

— conditions for preventing overload of network
communication links;

— lack of loops in the calculated routes; conditions of
load balancing for available network resources;

— conditions of the implementation of a single or
multipath routing;

— conditions of the protection of network elements and
its bandwidth;

— conditions for ensuring guaranteed quality of service
in ICN.

As the basic flow-based routing model in ICN, a
model was selected, which is described in detail in
paper [11, 15, 16]. Therefore, let the ICN structure be
described by a directed graph T'=(U,W), where

U= {u,-,i = m} is a set of vertices (nodes) that simulate

network routers, and W = {wi,j, i,j =lLm; i# j} is a set

of arcs of a graph T, each of arc w; ; which simulates

the communication link connecting the ith and jth

ICN routers. Thus, the basic routing model uses non-
end-to-end numbering of communication links (as in
previous chapters), and double — according to the
numbers of adjacent routers. That is, each edge v, of

the network S can be associated with an arc w; ; of the
graph T'. Also let's denoted @; ; as the bandwidth (1/s)

bandwidth of the jth network interface on the ith
router of the ICN.

Let a lot of flows of packet K circulate in a
multiservice network generated by the corresponding
network applications. Then, in the process of solving

fast rerouting problems in the network, it is necessary to

calculate a set of route variables x! ; and xk I

which quantitatively determines the fraction of the
packet flow that is sent from the i th to the ;th router

which is actually determined by the

each of

via the link (i, j) that comprises the primary or backup
path (multipath), respectively. However, not all packets

arriving on this or that interface will be transmitted by
the corresponding link. Some of these packets may be
lost, dropped from the queue due to its overflow.

Therefore, we denote by pl-’fj and ﬁ,-’fj the probability

of packet loss of the kth flow on the ,th interface of

the i th router when it is used by the primary or backup
path respectively. Then the intensity of the & th flow of
packets that are droped (lost) on the j th interface of the

i th router, which are part of the primary or backup path
respectively, can be calculated using the following
formula

k _ o(req) &k —k _ y(req)—k —k
ry =y X piy and = AN Py

(29)

Accordingly, the intensities of successfully
transmitted (i.e., lossless) packets of the & th flow in the
communication links, that comprises the primary or
backup path (multipath), and which is modelled by arc
w; ; » are determined as follows

My = kire@xz!fj (1-pf;) and Af; = ”gcre@ffj (1-pf;) (30)

Depending on the routing strategy that is supported

on the network, on the route variables xffj and )?i’fj
imposed conditions:
— when implementing singlepath routing:
xf; e{01} and X €{0.1}, 31)
— when implementing multipath routing:
0<xf; <l and 0<¥ <I. (32)

To ensure the connectivity of the calculated routes,
the conditions of the flow conservation on a network
routers, which are part of the primary path should be
fulfilled [11, 15, 16]:

2 =l

Jwi €W
keK, u;=sy;
k k k
Y oxy— X Y0-p)=0,
Jwi jew JwjieW (33)

keK, u; #s,d;;
k k k
Z xj,i(l—Pj,i)Zb >
Jwi €W
kGK, Ml':dk,

where s, is the router-source (sender); d; is the router-

destination of packets of the kth flow; »* is the
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fraction of the k th flow of packet that was successfully
transmitted (delivered) by the network from the router-
source to the router-destination using the primary path
(multipath).

Constraints similar to conditions (33) are also
imposed on routing variables of the backup path:

> x=l

Jwi €W
keK, u;=s;;
—k —k 4k
Y %y- X %0-p)=0,
g W W (34)

kGK, uiisk,dk;
~k —k 7k
Y, x(-pj)=b",
Jwi, €W
kEK, ul:dk,

where ¥ is the fraction of the & th flow of packet that
was successfully transmitted (delivered) by the network
from the router-source to the router-destination using
the backup path (multipath).

Conditions of flow conversation on network routers
(33) and (34) have non-linear character since in the
general case the probability of packet loss is a nonlinear
function of both the characteristics of the traffic and the
parameters of the interface itself. The mathematical
formalization of expressions for calculating the
probability of packet loss is usually determined by the
implemented discipline of their service on the interface.

For example, if the operation of the ; th interface of

the ith node is modeled by a queuing system with
failures of the form M /M /1/ N, then the packet loss

probability at the nodes interfaces of the primary ( pffj )

and backup (ﬁl»’f ;) routes can be calculated as:

o =p ) )N

N

v A=pi ))pi ;) 5
iLj = _

1—(P1,j)N+l

bij = N+l
I=(pi )"

. (35)

where p;; and p;; the utilization coefficients of

the j th interface on the i th router, which are part of the

primary or backup path respectively, is determined by
the formula

> 44,

_ keK

req)—k
X Az,

Q; @i, j

Pi,j (36)

In order to prevent overloading the communication
links of the network, when it is used in the primary or

backup path, the following restrictions are imposed on
the route variables x{f ; and )?lk jt

eq) k )5k
> ity <ony and XA <o,
kekK keK

G37)

where i,ire@ is the average intensity of the & th flow of

packets (1/s) at the input to the ICN, the value of which
directly determines the bandwidth requirements
required for this flow.

Actually during implementation of restrictions (37)
the fulfilment of previously introduced conditions (15)
is ensured. Given the limited maximum queue length
and random nature of modern network traffic, the
implementation of restrictions (37) does not guarantee
that the queue itself is not overloaded. In the best case,
under conditions of probability of the packet loss,
execution (37) actually provides only controllability of
the process of dealing with overloading in ICN. Thus,
in terms of the described basic model, the condition for
ensuring the quality of service with the probability of
packet loss (18), (27) in relation to the & th flow, which
is transmitted along the primary or backup multipath
can be represented as follows:

k k k _ k

p<req> >p, at p, =1-b", (38)
k k. o—k _ 1 Tk

Plreq) >p, at p, =1-b", (39)

where p<k > is valid value of the probability of packet

req

loss of the kth flow in ICN; pf and 7* is limited

value of the probability of packet loss of the kth flow
along the primary or backup multipath in ICN,
respectively.

QoS-conditions (26), (28) and (38), (39) act as

additional restrictions on route variables xl-]f ; and fl{‘ I
The projections of the metric tensors £ and G depend
on the values of the route variables as follows

A= YAk and a2 =k a-pk ). (40)
keK

53,

. and Xizx,ﬁ’eq%?/‘ (-5))-
keK

f (41)

In expressions (40) and (41), the intensities of the
flows (aggregated and separately of the kth) in the
same communication link in ICN that is modeled by a
edge v, within the end-to-end numbering, and with

double numbering —an arc w; ; .
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It is proposed to present the fast rerouting with QoS
protection in an optimization form. Then, as a criterion
for the optimality of the resulting routing solutions, it is
advisable to choose a condition related to maximizing
the overall performance of the infocommunication
network:

J=3 (*b* +2*p*) > max,
keK

(42)

k k

where ¢* and ¢* are weighting coefficients

characterizing the importance (priority) of the & th flow.

k sk

In this case, the condition ¢* >¢* must be satisfied so

that the QoS level for any flow along the primary path
is not worse than the QoS level for the same flow along
the backup path.

Calculation Example of Solving the Problem of Fast
ReRouting with QoS Level Protection Based on
Implementation of the Proposed Tensor Model

To assess the adequacy of the proposed model of
fast rerouting (1)-(42) and the demonstrativeness of the
obtained calculation results, we will solve this problem
for a fragment of the infocommunication network,
which is shown on Fig. 2. Let the network under
investigation consist of 9 routers and 12 communication
links, indicating their capacity (1/s) in the gaps of the
links.

;_<"eq> R R, R;
550 180
620 170 200
Ry Rs Rs
350 250
150 210 290
R; Rg Ry
180 260
b

Fig. 2. The structure of the investigated infocommunication
network

The flow of packets is transmitted between R, and
Ry routers with the following QoS requirements:

frea) _ =500 (1/s); p<’e">:o.oz; r<”‘1>=150(ms). (43)
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In the course of solving the problem of fast
rerouting, it is needed to implement the protection
scheme of the router R, in case of its failure.

For example, the operation of each of the interfaces
of the network routers was simulated by the M/M/1/N
queuing system, and the buffer capacity was ( N =50).

To calculate the primary multipath in the course of
tensor formalization, the proposed model was used.

The choice of coordinate systems on the given
fragment of the network structure (Fig. 2), shown in
Fig. 1.

During the implementation of the node R,

protection scheme, when calculating the set of backup
paths, the number of available communication channels
in the network will decrease to twelve, i.e. #=10 with
9=6and k=4.

Then Fig. 3 shows the solution to the problem of
calculating the set of primary multipath. The following
QoS indicators were provided:

D, =0.0008 and 7,,p =64.8 ms,

that satisfy the requirements (43).

R, 188 91 R, 104.17
—500 13.2
550 180

84.74 104.17

11.7 10.4
620 170 200

Ry 219 25 Rs 160.95
11.2
350 250

91.84 143.04 264.86 0.2
172 149 38.2
150 210 290

91.84 Ry 234.74
11.3 38.6 499 6>
180 260

Fig. 3. The routing order of a flow of packets that is
transmitted along the primary multipath

In Fig. 3 in the gaps of the communication links, the
following data is indicated (from top to bottom): the
intensity of the packet flow in this communication link
(1/s), the link capacity (1/s), the average delay of the
packets in the link (ms).

In Fig. 4 shows the solution to the problem of
calculating the set of backup multipath used to protect
the node R;. The following QoS indicators were

provided:
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7, =0.0197 u 7yp =141.1 ms,

which fully complies with the requirements of (43) and
confirms the fact of protecting the level of quality of
service in the network when applying the model
proposed in the work.

R, 263 38 R, 112.77
—500 149
550 180

236 62 150.57 11277
26 50.9 115
620 170 200
236 62 Rs 17721
137
350 250
205.87 4 2843 08,
119 86.2

210 290

Ry 205.87 Ry
185 490.17»

260
Fig. 4. The routing order of a flow of packets that is
transmitted along the backup multipath.

Thus, the presented calculation example confirmed
the adequacy of the proposed the advanced tensor
approach to fast reroute (1)-(42) in terms of the
implementation of protection schemes for network
elements (links, nodes) and the level of Quality of
Service under multiple parameters — bandwidth,
average end-to-end delay, and packet loss probability.

Conclusion

The article proposed an advanced tensor approach to
fast reroute with the protection of the level of quality of
service under multiple parameters. This approach is
based on updated conditions for ensuring quality of
service along the main and backup routes for such
indicators as bandwidth, average end-to-end delay and
probability of packet loss (26), (28) and (38), (39),
respectively.

It was possible to obtain these conditions for
ensuring the quality of service on the basis of PCM
tensor modeling by geometrizing the network structure
with the introduction of space and coordinate systems
of network edges and independent interpolar paths and
internal node pairs. Expressions (26), (28) and (38),
(39) represent the protection conditions of the QoS
level. In addition, they acted as key constraints in
solving the optimization problem of fast rerouting (42),
which were superimposed on control variables (31),
(32) when calculating the primary or backup multipath.

The numerical example demonstrates the
performance of the proposed advanced tensor approach
to fast reroute with detailed geometrization of the
network structure: the choice of space, coordinate
systems (network edges, interpolar paths and internal
node pairs), basic interpolar paths, basic internal node
pairs. An example was the case of a possible failure of
an arbitrary network router and (or) incident
communication links. The results of studies showed that
the use of the optimality criterion (42) contributed to
the minimization of the primary and backup multipath
used.

As a result of the solution of the optimization
problem, the primary and backup multipath were
obtained, along which a given level of Quality of
Service was provided for the parameters of the
bandwidth, the average end-to-end delay and the
probability of packet loss.
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BaockoHasienuii TEH30pHUI MiAXi 10 IBUAKOI epeMapuipyTi3auii i3 3axucTom piBHS IKOCTi 00CJIyroByBaHHS 32

KiJIbKOMA MOKA3HUKAMH

ITpoGaemaTnka: B poOOTI 3ampoNOHOBaHO BHPIIICHHS TaKOl aKkTyallbHOI Ha CBHOTOJHIIIHIA JeHb NpoOIeMH, sK
3a0e3MeUeHHS BiIMOBOCTIIKOCTI IH(GOKOMYHIKAIIMHAX MepeX 3 MiATPHIMKOI HEOOXITHOTO PIBHS SKOCTI OOCIyTOBYBaHHS.
3ampornoHoBaHe pillleHHs 3aCHOBAaHE Ha peaji3allii BAOCKOHAIEHOr0 TEH30PHOIO MiAXOAY [0 IIBHIKOI MepeMaplpyTizalii i3
3aXHCTOM PiBHA SIKOCTi 0OCTyTOBYBaHHS 3a KiTbKOMA IIOKa3HUKAMMU.

3aBaannsi. MeTor0 CTaTTi € BIOCKOHAJICHHS MOTOKOBOT MOJETi IMIBHAKOI MepeMapIiupyTizaiii B iH()OKOMYHIKaI[iiHii
Mepexi, fKa TPYHTYeThCS Ha OHOBIICHHX YMOBaX 3a0e3MedeHHS SKOCTI OOCITyroBYBaHHSA 3a MOKAa3HUKAMH IIPOIYCKHOI
3IATHOCTI, CEPeHbOI MIDKKIHIIEBOi 3aTPUMMKH Ta WMOBIPHOCTI BTpaT makeTiB. OHOBJEHI YMOBH 3a0€3MEUCHHS SKOCTI
00CITyTrOBYBaHHSA BAANOCA OTPHUMATH 3aBJISKH BHKOPHUCTAHHIO TEH30PHOTO MiAXOMy MO MOJCTIOBAHHSA 1H(MOKOMYHIKAIiHHIX

MEpPEXK.

Metoau. B sxocTi MeToAmiB AOCHIMKEHHS BHKOPUCTOBYBAIHCS Teopis rpadiB, Teopis TEH30piB, CHCTEMH MacOBOTO
obciyroByBaHHs. [l MpoOBEICHHS MAaTEMaTHYHOTO MOJEINIOBAHHS Ta €KCHEPUMEHTAIBHHUX JIOCIIIKEHb BHKOPUCTOBYBABCS

MMaKeT iMiTamiiaoro MoaemoBanas MatLab.
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Pe3yabTaTu. B pesynpTaTi mpoBeAeHOro AOCTIKEHHS B yMOBax peanizamii IIBUIKOI NepeMaplipyTizalii BIaToCcs
3a0e3meunTn 3aJaHuil piBeHb SKOCTI 0OCIyroByBaHHS B iH(oKOMyHiKamiiHil Mepexi. [Ipn mpomy, 3 migBumeHHAM QOS-
BUMOT, 3aBJSKH BJIOCKOHAJICHOMY TEH30PHOMY IIiIXOJy, OHOBICHI YMOBH 3a0€3NEUeHHs SKOCTI OOCIYroBYBaHHS HpH
peanizamii mBHAKOI nepeMapIIpyTianii Oynu ageKBaTHUMH, 110, K PE3YJIbTaT, CIPUSIIO OLTHIT e(heKTHBHOMY BUKOPUCTAHHIO
JIOCTYITHOTO MEPEIKHOTO PECYpCYy.

BucHoBku. Peamizamiss Ta BHOPOBaJKCHHS BIOCKOHAJIEHOTO TEH30PHOTO MiAXOAY IIPH BHPIMICHHI 3amadi IIBHAKOL
repeMapuIpyTizalii JO03BOJIUTH 3a0E3MEYUTH BIAMOBOCTIHKICT 1H()OKOMYHIKAIIIHHOT Mepexki 3 3aXHCTOM pIBHS SKOCTI
00CITyroBYBaHHS 3a TAaKUMH IIOKAa3HUKAMH, SK MPOMYCKHA 3[aTHICTh, CEpPelHs MDKKIHIIEBA 3aTPUMKA Ta HMOBIPHICTH BTpaT
TIAKETIB.

KurouoBi ciioBa: iHpoxomyHikaliiiHa Mepexa; MBUAKA NepeMapIpyTU3allis; MPOIyCKHA 3/IaTHICTh; CEpeIHsI MIKKiHIIEBA
3aTpHMKa MaKeTiB; HMOBIPHICTh BTPAT MAKETIB; TEH30D; MPOCTIP; CHCTEMa KOOPIHHAT.

Jlemewixo A.B., Eeooxkumenxo M.A.
YcoBepieHCTBOBAHHBIH TEH30PHBII MOAX0/ K OBICTPOI MepeMapIIpyTH3ALMHU € 3ALIUTOI YPOBHS KayecTBa
00CJTy:KHBAHHS 0 HECKOJIBLKHM MOKA3aTeJsIM

IMpodaemaTuka: B paboTe mpeanokeHo pelieHre TaKoi aKTyalbHOW Ha CETOAHSIIHUN IeHb TPOOIeMBbl, Kak o0ecreueHne
OTKa30yCTONYMBOCTH WH()POKOMMYHHKAI[MOHHBIX CETeH € MOIICPKKOH TpeOyeMoro ypoBHS KadecTBa OOCITyKHBAHWS.
[IpemnoxkeHHOe pelIeHHE OCHOBAHO HAa pealu3allid yCOBEPIICHCTBOBAHHOTO TEH30PHOTO MOAXOJa K  OBICTPOii
TIepeMapuIpyTH3AIIH C 3alIATOH YPOBHS KadyecTBa 0OCITyKHBAaHMS 10 HECKOJIBKUM TTOKa3aTeNsAM.

3agaun. Ilenbto cTaTbu SABISETCS YCOBEPIIEHCTBOBAHHME ITOTOKOBOM MOJENM OBICTPOIl mNepeMapuipyTH3allud B
NH()OKOMMYHHUKAI[IOHHOH CETH, KOTOpas OCHOBBIBACTCS Ha OOHOBJICHHBIX YCIIOBHSAX OOECIICUCHHS KauecTBa OOCITyKHBaHUS
[0 [MOKa3aTelssM IPOITyCKHOM CIIOCOOHOCTH, CpeAHEH MEXKOHIEBOH 3aJepXKKH W BEPOSTHOCTH MOTEPb ITAKETOB.
OOHOBIICHHBIC YCIIOBHSA O0CCIEUCHUS Ka4ecTBa OOCITYKMBAHHS yAaIOCh MONYYUTh OIarogapst MCIOIb30BAaHUIO TEH30PHOTO
0/1X0/1a K MOJICJTMPOBAHHIO HHPOKOMMYHHUKAIIMOHHBIX CETEH.

MeToabl. B xagecTBe METOIOB HCCIEAOBAHHS HCHONB30BAINCH TEOPHs rpadoB, TEOPUs TEH30POB, CHCTEMBI MAaCCOBOTO
obcyxkuBanus. [l npoBeeHUsT MaTEMAaTHYECKOTO0 MOJETMPOBAHUS M HKCIIEPUMEHTANIBHBIX UCCIIE0BAHUH UCIIONB30BAICA
MaKeT IMUTaHOHHOTO MozenupoBanus MatLab.

PesyabTaThl. B pesynbTare NpOBENECHHOTO WCCICIOBAHHSA B YCIOBHAX PEATH3AIMH OBICTPOH IIepeMapIipyTH3AINH
yaazochk oOecrnednTh 3afaHHBIl YpOBEHb KadecTBa OOCIYXMBaHHA B HH(POKOMMYHHMKAnMOHHON cetH. [lpm stom, ¢
noBbieHneM QoS-TpeOoBaHMi, Oiaromapst yCOBEPIICHCTBOBAHHOMY TEH30PHOMY IOAXOIY, OOHOBJICHHBIC YCIIOBHS
obecrieyeHus] KauecTBa OOCTY)KMBaHUS TPH peamu3aluy OBICTPOH MepeMaplipyTH3anuu ObLIM aJeKBAaTHBIMHU, YTO, Kak
pe3yJbTar, crocodcTBoBalo 6oiee 3GPEKTUBHOMY HCIIONB30BAHUIO JOCTYITHOTO CETEBOIO pecypcea.

BoiBoabl. Peanmmsarus U BHEIPEHHE YCOBEPIICHCTBOBAHHOTO TEH30PHOTO IMOAXOJAA NPU pEIICHHM 3aJadd ObICTPOif
TepeMapuIpyTH3aniy MO3BOIUT OOECHEYHTh OTKA30yCTOWYMBOCTh HMH(OKOMMYHHKAIIHOHHOH CETH C 3al[UTON YpPOBHS
KauecTBa OOCIy)KHBaHMS MO TAKUM IIOKa3aTeNlsM, KaK MPOMYCKHas CHOCOOHOCTb, CPEIHAS MEXKKOHIEBAs 3aJepiKKa U
BEPOSATHOCTb [10TEPh NAKETOB.

KiroueBble cj10Ba: nHHOKOMMYHHUKAIIMOHHAS CETh; OBICTpas NepeMapIIpyTH3ALuUs; NPOITyCKHas COCOOHOCTB; CPEIHS
MEXKOHLEBAsI 3aJIEP>KKa [1AKETOB; BEPOATHOCTD IIOTEPh NIAKETOB; TEH30DP; IPOCTPAHCTBO; CUCTEMA KOOPIUHAT.





