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Background. Nowadays we face a huge growth in traffic of mobile networks due to the increased usage of smartphones and
other mobile devices. To overcome these challenges and improve the efficiency of the network telecom operators use the advanced
architectural solutions. These solutions are based on the concept of network slices.

Objective. In this paper the improving of the efficiency of mobile networks by forming and mapping slices of multi-service
communication network based on network functions virtualization (NFV) is considered as an effective approach to resolve the

mentioned above issues.

Methods. In order to find the optimal organization of slices the modified algorithm was proposed and performed for several

different thresholds of functional losses.

Results. The algorithm solves the task of services grouping by their similarity and defines functional costs for services provision

with minimum functional losses.
considered.

Number of slices and functional losses in accordance with various threshold values were

Conclusions. The results showed the possibility to rationally allocate system resources, especially when comparing to the
similar approach. The further researches will be dedicated to more detailed analysis of the proposed approach with the aim of

defining the optimal threshold values of functional losses.

Keywords: mobile networks; network functions virtualization (NFV); slice; network slicing; 5G.

Introduction

There is a significant growth in traffic of mobile networks
due to the increased use of smartphones, services
differentiation and other factors. Modern telecommunication
systems are built as complex networks that cover different
types of devices integrated into a single complex and work
under large flows and number of connections. Besides, the
average number of signaling messages per user is up to 42%
higher for LTE compared with HSPA [1].

The latest in mobile telecommunication
technologies and mobile terminals stimulate proliferation of
various services with a wide range of requirements for
latency, mobility and security among others [2]. Mobile
operators are oriented on expansion of possible services -
like mobile TV and music services, and the Internet of
Things.

Currently, mobile networks mainly provide services of voice
and data transmission through the Evolved Packet Core
(EPC) architecture. EPC is an architecture of a full IP
network that serves all different types of services and user
equipment (UE) such as smartphones and M2M
devices. Nowadays there is a big demand for developing new
services  providing  approaches  that  will

innovations

cover

programmability in accordance to the requirements of the
final users and types of services.

To overcome these challenges and improve the efficiency of
the network telecom operators use the advanced architectural
solutions. Mentioned solutions are based on the concept of
network slices and define them as logically isolated networks
based on the virtual 5G devices, virtualization of access,
transport and core network functions.

The mentioned researches are devoted to the improvement of
the efficiency of mobile networks by forming and
embedding slices of multi-service communication network
based on NFV technology for which an approach of optimal
virtualized network slices planning is suggested.

The paper is structured as follows. Section 2 contains state of
the art analysis of slice planning problem. Section 3
introduces method for network slices forming, while Section
4 presents method for network slices embedding. Section 5
shows modeling results’ analysis. Section 6 includes the
summary and outlook on future work

State of art

EPC is developed basing on an architectural approach "for
any case" to support all types of traffic that is processed
similarly with core network elements such as SGW and
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PGW [2]. Centralized fixed architecture and complexity are
factors that hinder the development of mobile
networks. Besides, the redundancy of functionality makes
the situation more complex. For example, MME is used in a
system to manage mobility of the users in EPC, but not all
user equipment (UE) need to support mobility (e.g., sensors
of M2M interaction have fixed geographical location within
the operational term).

The requirements of EPC development necessitate of rapid
and flexible deployment of new various services. Besides,
network load varies during the day, so according to the
studies [3] 80% of the computing power of base stations and
up to the half of the capacity of core network are unused.
This results in a lower use of resources and a high level of
energy consumption and reduces economic efficiency for
network operators.

Disadvantages of current EPC can be summarized as follows

[2]:

1. System architecture. It is neither able nor efficient to
support a wide variety of services (especially with strict
requirements) because of inflexibility.

2. Packages processing. Data packages are processed
unnecessary by many network elements, this process
occurs in the mobile networks in multiple locations
(from the eNB, SGW to PGW). Many processes are
duplicated in different functional elements.

3. Subscriber status. The same states of users are supported
by several network elements.

4. Time to entry the market. Traditional network EPC has
long deployment cycle through the hardware
deployment.

5. Total costs. High capital and operational expenditure
(CAPEX and OPEX).

The virtualization technology is widely used to solve these
problems [4].

Network function virtualization (NFV) is described within
the specifications of the European Telecommunications
Standards Institute (ETSI). The NFV principle [5] is aimed
to transform network architectures by implementing network
functions in software that can run on standard hardware
platform. The network function is a functional unit within a
network infrastructure, which has clearly defined external
interfaces and clearly defined functional behavior. Examples
of network functions are components in the network core
LTE EPC, such as MME, HSS, etc. Thus, virtualized
network function is an implementation of network function,
which is deployed on virtual resources such as virtual
memory and virtual CPU. Effective planning of slices

location, their number and capacity for every network
function on each slice still need more investigations.

NFV is closely related to other new technologies like SDN
[6]. SDN is a network technology that separates the control
plane from the underlying data plane and combines control
functions in logically centralized controller.

In order to meet a wide range of requirements in the 5G era,
various telecom organizations are working on the
aforementioned issues. For example, NGMN uses the
concept of "network slices" that establish dedicated virtual
networks based on services using methods of network
functions virtualization with slices and SDN.

Technologies like SDN and NFV are enabling a drastic
change to take place in network architecture, allowing
traditional structures to be broken devided into customizable
elements that can be chained together programmatically to
provide just the right level of connectivity, with each
element running on the architecture of its choice. This is the
concept of network slicing that will enable networks to be
built in a way that maximizes flexibility [7].

Network slicing allows building (due to network
architecture) future 5G networks, which cover the essential
characteristics of scalability and flexibility, thus support the
various scenarios and maintenance services. Network slice
can be defined as a logically isolated network that includes
5G devices, network functions virtualization, transmission
and core [8].

Researches in the field of network slicing are mainly
concentrated on resource allocation problems and
orchestration, such as [9], and the service-slice mapping
policy they use is static.

Virtual network embedding (VNE) Problem [10] received
considerable interest in recent years. This problem is also
considered in works [11], [12], but these works do not cover
specific environment where coexist physical units and units
of virtualized services.

Researchers in [13] present a model for resource allocation
of network functions within NFV environments, focusing on
a scenario where part of the network functions may be
provided by dedicated physical hardware, and where part of
the functions are provided using virtualized instances.
However, the problem of determining the capacity of hosted
network functions remained unresolved.

The slicing concept may be one of the key features of 5G
networks; however, the resources of functional entities
allocated to each slices are exclusive and isolated. Thus, the
architecture "Slice-for-service", which allocates slices
resources for each service to ensure the performance
requirements, will lead to loss of multiplexing gain. In
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addition, operators have to create and manage a huge number
of slices for different services that is why the operating costs
also increase. An effective way of reducing operating costs is
to create slices, where on each slice the group with similar
network requirements are placed, thereby the total number of
slices decrease [14].

Thus, the main question is “what is reasonable or optimal
number of network slices”. Although the bigger number of
slices can lead to enormous costs for management and
maintenance of slices, but limits can also create a bottleneck
in terms of functionality [2].

In this paper the approach "Slice-to-group" and the method
of slices planning are improved. The prototype of the
proposed method is described in [14], but the improved
mechanism of accounting the productivity cost allowed
reducing the number of recalculations of network slices
optimal number and reducing resources costs. This study
also suggests a method that aims to determine the location
and amount of resources allocated to each network function
in each slice, i.e. network segment. The general approach to
embedding virtualized network is expanded by determining
the model of network functions allocation, including the
concept of hybrid networks containing both physical devices
that provide services and virtualized components, and
proposing the binding of network function performance to
the amount of resources allocated to it.

Slice forming method

The proposed method for forming services on slices is
shown on Fig. 1. The method consists of the following four
steps.

Step 1. Checking whether the service needs an isolated
slice. If so, the selected slice should be prepared.

Step 2. If service allows combining with other services,
"functional loss" (wy) is estimated of each slice. Each slice is
modeled as Ni(si,p™)(k=1,2... n), where s¢is a set M of
services that are placed in slice £ (e.g., M = {ubiquitous
video, e-health ,. ..}). p™; is a system performance of slice,
which consists of several parameters (such as latency,
bandwidth and density of UE). So, p"=[p"5c1, p™a...,
p™il, and [ is a number of system performance
parameters. In slice the performance requirements of service
J are defined as pS=[p%.1, pSin,..., P5u1] -

In this step the Service-slice Mapping Function (SMF)
calculates wy on each slice as:

Wi = Zizl Wi,

NS N
Wi :|pk,i _pk,j|

If the slice performance if different from the performance
requirements of service, SMF calculates the difference
between each parameter as "sub-functional losses wy; ".

Step 3. The values wy for all slices are being sorted. Then the
min wy is compared with the predetermined threshold 7. If it
exceeds th, SMF provides new slices for service; otherwise,
relative losses rwy are calculated suggesting that SMF locates
service in slice k.

W = Zizl Wi

’

NS S
Wi =Max|\pg; — pg,i‘

g
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Fig. 1: The algorithm of slice forming method for services
provision.
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Step 4. rw; is being compared with a predetermined
threshold rth. If it exceeds rth, SMF repeats Step 3 for the
next slice in the sorted set; otherwise, SMF allocates service
in slice k. If none of the slices satisfies the boundary th or
rth, the new slice is created.

If SMF does not create new slice for service after the
appropriate slice for service is selected, SMF calculates the
required number of additional resources based on
information of service traffic, number of subscribers, pattern
of service traffic, and statistical multiplexing gain. Then
SMF sends a request to management and orchestration
system to expand the slice resources according to the result
of calculation.

If for the EPC, #h is equal to infinity, then all the services are
multiplexed to one slice and functional losses are increasing,
while the slice-per-service architecture, which provides
individual slice for each service, has th equal to zero.

The method ensures that if the productivity of the slice
increases, service functional losses will not exceed the
thresholds.

In order to find the optimal organization of slices it is
necessary to calculate the algorithm for several different
thresholds of functional losses and compare it with the
resulting gain of grouping services and operating costs. Then
the possible formations of slices should be compared and the
most effective one is chosen.

Method of slices mapping

Once the slices are formed, there is a stage of building and
mapping virtualized network slices on underlying physical
infrastructure while taking into account the availability of
resources, load arrival rate and quality requirements related
to the task of embedding virtual networks to physical
network (Fig. 2). The proposed optimization model includes
parameters and variables, which are shown in Table 1.
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Fig. 2: Mapping of virtualized slices.

Table 1: Model parameters.

Physical model

G the graph G=(N,E) represents substrate network
N neN set of nodes include compute nodes N and
E e=(n;,ny) €E is the set of edges within the network
r y € I"types of resources

(& y resource capacity of node n

CEun2 | bandwidth capacity of physical link (1;,n;) €E
Ltz transmission delay of physical link (n;,n;) €E

NF model

7 processing delay of a physical NF r on node n

NS model

SFC ch € SFC set of all service chains that must be

Ren 1. € Ray1s set of logical node of function chain ch
Loy tolerance delay of a function chain ch

Variables

X, value is 1 when function chain ch node r is

Fene, r1, | value is 1 when request of function chain ¢/ link
Dret, integer specifies the amount of type y resource
DEg,,;, | integer specifies the amount of bandwidth used by
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The network is represented as a graph G = (N, E), consisting
of a collection of nodes N that represent physical network
nodes and edges £ between these nodes. We assume that
every edge e=(n;,n;) has a capacity CE,;,,. A node can be
any device in the network, such as computational nodes on
which VMs can be deployed, or PNFs. Nodes n € N offer
multiple types of resources, which are contained in the set /.
Every node n € N has a resource capacity C7, for each of its
offered resource types y € I'. For every node, a usage cost
NC,, and a node resource use cost NC7, can be specified. The
former cost is incurred whenever a node n is used in an
allocation, while the latter is incurred for every resource used
on a node (e.g. a cost incurred for every CPU core used in a
cloud node). These costs represent the cost of using the
resource, and represent the cost of using cloud resources,
energy use costs, licensing costs, opportunity costs, and
possibly other costs. As some of these factors may vary over
time, it is possible for these costs to vary over time, but it is
assumed that they are constant during a single invocation of
the resource allocation.
A collection SFC contains all service chains that must be
allocated within the network. A service chain ch € SFC
consists of a collection of NF requests. All requests in an
SFC are grouped in the collection R.;. The resource amount
variable of a NF request r of service chain c/ is represented
by D,"", and is specified for all resources y € I. The network
demand between requested NFs is represented by DE, s, 12
for any two requests (7, ;) € R°that are part of the SFC.
We define a binary decision variable, x,", that determines
whether a request » € R is allocated on a node n € N. If a
service request may not be allocated on a given node, x,= 0
is added as a constraint, making it possible to restrict the
nodes on which a service can be executed.
For each node n € N, virt, is a binary parameter that
indicates whether the node n is virtual, where n € N¢, phys,/
— binary parameter that indicates whether node n is a
featured hardware unit of a function j € NF, where n eNP.
Optimization problem is formulated as follows:
Objective:

min (@ YnenXn'NC, +b-
x;,c chh,e,rl,rztDQCthEch,rl,rz)
YneN Dyer Lcheskc LreRgy (Virty Xy
Xlrl‘Ch) ’ NCK tc Z(nl,nz)EE NCP}?ESZ) ’
ZchESFC z(rlyrz)ERchz Fch,(nl,nz),rl,rz ! DEch,rl,rz +
d Yehesre FCen * (1 — @)

ch | D;’Ch + physnr i

max Z(nl,nz)eE(CEnl,nz -
Fnyng)riroPEchryry)

EchESFC Z(rl,rz)ERchz ch,(nyng)ryrs DEch,rl,rz)

41

Subject to:

Vn € N:Vy € I Xcnesrc Drer,, (Virty - Xt D;'Ch +

phys,” x;") < € 3)
Vch € SFC:Vr € Ry Spen ¥ = 1 (4)
Vn € N:Vch € SFC:Vr € Ryp: xb°™ < suith"
)
Vch € SFC:V(ry,1;) € Ryp>:Vn € N: x,rf'Ch +
,ch
Zeeggut Fch,e,rl,rz = x;l "+ ZeEE,iln Fch,e,rl,rz (6)

Ych € SFC:V(rl,rz) € RchZ!V'n € N:xrrlz,ch n
ZeEEﬁ“t Fch,e,rl,rz <1 (7

Vch € SFC:V(ry,75) € Ryp?:¥n € N: x,Zl’Ch

ZeeEﬁ" FCh,e,rl,rz <1 (8)

V(ny,n,) € E:ZChESFC Z(rl,rz)ERchz ch(nyna)ryry
DEch,rl,rz < CEnl,nz (9)

Vch € SFC:

r.ch , S{/‘ r r
ZreRch Ynen X" (mrtn ’ ZyEI‘ DR +phys, T, )+
Y

. max
Z(Tlﬂ”z)ERchz Z(nl,nz)EE Fch,(nl,nz),rl,rz Lnl,nz < Lch

(10)

where a, b, ¢, d — weight coefficients;

NC,, NC,, NC"",; ,5) — node, resource and bandwidth cost;
FCe,— ch service allocation failure cost.

The objectives of the model are to minimize the total cost of
the service function chains allocations (1) and to leave more
bandwidth on each physical link (2). The constraints are: (3)
the available capacity constraint, (4) ensures that every
network function shall be mapped only once, (5) ensures that
network function can be mapped only on suitable nodes, (6)
the flow conservation constraint, (7)-(8) to make sure there is
no incoming flow in source nodes or outgoing flow in sink
nodes, (9) the available bandwidth constraint, (10) the
required latency constraint.

Experimental study of the effectiveness of the
proposed approach
(D
The proposed algorithm of forming services on the slices
was modeled and evaluated in the Mathcad software
package, and also the relationship) between the threshold
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values and functional losses for 24 services with 4
parameters of system performance requirements was defined.
The service parameters were generated randomly by
uniformly distributed numbers.

Three thresholds were used: one, two, and three. To compare
the proposed method of forming services on the slices with
other approaches, few cases such as the traditional EPC (in
case of an infinite threshold, which means that any type of
service can be placed into slice) and service-per-slice (when
threshold is equal to zero, i.e. only one type of service can be
placed in one slice) were considered.

Number of slices and functional losses in accordance with
various threshold values are shown in Fig. 3. As shown in
the figure with the threshold growth algorithm reduces the
number of slices. On the other hand the amount of functional
loss increases with the threshold.

Experimental results are presented in Table 2.

The simulation results indicate that there is a tradeoff
between the number of slices and functional loss.
Accordingly, the proposed algorithm provides the network
operator with tool of selecting threshold that balances the
number of slices (i.e., satisfies the performance requirements
for services) and consumption of resources.

The method was compared with the similar method proposed
in [14], which shows possible functional loss reduce of in
average of 13%.

45
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Fig. 3: Number of slices and functional costs depending on

he threshold th.

Approach suggested in [9] | Improved approach
Threshold| NPT O | ot function| N OF | ot function
slices slices
0 24 0 24 0

1 8 12,2 11 10,1

2 4 24,2 6 23,8

3 1 42,5 3 33,3

24 1 42,5 1 42,5

Table 2: Results of experiments.

Conclusions

Analysis of the principles of mobile networks construction
revealed major development trends in telecommunication
systems and challenges in their way.It is shown that
technologies for dedicated virtualized networks designing
that will be able to serve a variety of dynamic traffic
services, supporting the specified performance requirements
in the most cost-effective way will be the key
technologies. For such systems, the configuration of the
hybrid (physical-virtual) environment should be carefully
organized.

The paper considers methods of forming and mapping
network slices that will establish dedicated virtual networks
that are based on services and grouped according to their
functional similarity. To solve the problem of mapping slices
of core multiservice mobile network the improved slice
forming method is proposed. This method considers the
costs for excessive allocation of resources based on a model
of resources organizing and reduces the number of network
configuration recalculations that allows achieving rational
ratio of managing costs and network services quality of
service. Also the model for resource allocation for
determination of optimal amount of resources allocated to
network functions in the slice is proposed. The model can be
used in the management of network functions deployment in
hybrid communication environment in order to minimize
operator costs and improve quality of experience.

The method was evaluated using Mathcad modeling
system. The results showed the possibility to rationally
allocate system resources, especially when comparing to the
similar approach.

The method can be used to control the deployment of
multiservice virtualized networks on underlying physical
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network to minimize operator costs and improving quality of
service.

In further researches the proposed methods will be analyzed
in more detail, and selecting problem of threshold for the
technical parameters that defines the functional costs in order
to optimize the usage of resources and operating costs will
be investigated.
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MeToauKkHu MJIaHYBAaHHSA BipTyaTi30BaHHUX Mepe:KeBHX CJIaiiciB B cepeoBHILi My/IbTHCEPBICHOT KOMYHiKaIii

IIpodaemaTnka. Ha cboropHimHiil 1eHP MM CTHKAEMOCS 3 BEJIMYE3HUM 3POCTaHHAM TpadiKy MOOUIBHHX MEpex depe3
301NbIIEHHS BUKOPUCTAHHA CMapT(OHIB Ta IHIIMX MOOUIBHMX NpPUCTpOiB. JlIg mojonaHHA LUX NIpoOIEeM 1 MiJBUILECHHS
e(heKTUBHOCTI pOOOTH MEpEXKi TEIEKOM OTepaTopy BUKOPUCTOBYIOTh MEPEIOBI apXiTeKTypHi pimeHHs. Lli pimeHHs 6a3yroTbes Ha
KOHIIEHI[I] MEPEKEBHX CIANCIB.

Meta. B pnaniii po0oTi po3rismacTbes e(QpEeKTHBHHE MiJXiJ M0 BHUpINICHHS 3a3HAYCHUX BHINE MPOOJIEM 3a JOMOMOTOKO
TOJINIICHHS e)eKTUBHOCTI MOOUTHHHUX MEpeXK MUIIXOM (pOPMYBaHHS Ta BiJOOPKEHHS ClaliCiB MYJIBTHCEPBICHOI MEPEXi 3B'I3KY
Ha ocHOBI NFV.

Metoau. Jlns 3HAXO/KEHHS ONTHMATIBHYOTO PO3MILICHHS Ta OpraHizamii ciaiiciB OyB 3ampormoHOBaHWN MOAM(IKOBAHHIT
QITOPUTM 1 BAKOHAHMH JUTS AEKLIBKOX OPOTOBUX 3HAYCHb (PYHKIIOHAJIBHUX BTpAT.

Pe3ynbraTu. Anroput™ BUpIlye 3aBIaHHS TPYNyBaHHs CEPBICIB 3a iX MOAIOHICTIO i BU3HAua€e (DYHKIIOHANBHI BUTpATH Ha
3a0e3reueHH sl CepBiciB 3 MiHIMaNbHUMHU (yHKI[IOHANbHUMH BTpatamu. KiTbKicTh cHaiiciB 1 (yHKI[OHaNbHI BTpatd Oyiu
PO3TIIAHYTI Y BIATIOBITHOCTI 3 PI3HUMH TOPOTOBUMH 3HAYCHHSMMU.

BucHoBku. Pe3ynbraTi nokasany MOXKIMBICTb PALliOHAILHOTO PO3MOALTY CUCTEMHHX PecypciB, 0COOIMBO MNP NOPIBHAHHI 3
aHaJoriyHUM miaxogoM. [loganbmri JociikeHHsT OyyTh MPHUCBSYEHI OLNBII JETATFHOMY aHAI3y 3alpONOHOBAHOTO MiAXOAY 3
METOK BU3HAYCHHS ONTHMAJIbHUX IPAHMYHUX 3HAYCHb (DYHKI[IOHAIBHUX BTPAT.

KurouoBi ciioBa: MoOinbHI Mepeski; Bipryanisaris MepexeBux ¢pyukuiii (NFV); cnaiic; mepexesnii cnaiicunr; 5G.
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I'noéa JI1.C., Cynuma C.B., Ckynuw M.A., Kypaernp A.C.
MeToauKH IIAHUPOBAHHS BUPTYAJIH30BAHHBIX CeTEBbIX CJIAMCOB B cpejie MYJbTHCEPBHCHON KOMMYHHKALMH

IMpodaemaTuka. Ha cerofusinHuii J1€Hb MBI CTANKMBAEMCS C OTPOMHBIM POCTOM Tpaduka MOOMIBHBIX CETed H3-3a
YBENMYECHHST MCTIONB30BaHUS CMApTGOHOB M JPYIUX MOOHMIBHBIX YCTPOHUCTB. [l MpeojofeHus 3TUX NpoOieM M MOBBILICHUS
9 heKTUBHOCTH pabOTHI CETH TEIEKOM OTIEPATOPBI HCIIONB3YIOT TEPEIOBbIE APXUTEKTYPHBIE PELICHHS. DTH PelIeHus 0a3upyoTCs
Ha KOHIICTIIMHU CETEBBIX CIIalCOB.

eas. B nannoit pabore paccMarpuBaercs 3(G(EKTHBHBIA TMOAXOA K PEIICHHUIO YKa3aHHBIX BBINIE MPOOIEM MOCPEACTBOM
yiy4nieHus 3QGeKTUBHOCTH MOOMIBHBIX CeTel MyTeM (pOPMUPOBAHUSA U OTOOPAKEHUS CIIAICOB MYJIBTUCEPBUCHON CETU CBSA3M Ha
ocHoBe NFV.

Metoapl. [l HaXOXIEHHS ONTUMATBLHOTO pa3MELICHHS W OPraHM3alliK CIAiicoB OBLT MpEmiokeH MOAM(UIMPOBAHHBINA
QITOPUTM U BBITIONHEH JUISl HECKOJIBKUX TIOPOTOBBIX 3HAYCHHH ()yHKIMOHAIBHBIX OTEPb.

Pe3yabTaTbl. AJNropuTM pemraeT 3aqaud TPYIIUPOBKH CEPBHCOB MO WX CXOJACTBY M ONpENeNseT (yHKIMOHAIBHBIC PACXOJIbI
Ha 00€CreYeHHe CEPBHCOB ¢ MUHUMAIBHBIME (DYHKIHOHAIBHBIME TTOTEpAMH. KonmuecTBo ciaiicoB u (QYHKIMOHATIBHBIE MOTEPH
OBLITH PAaCCMOTPEHBI B COOTBETCTBUH € PA3ITMIHBIMU OPOTOBBIMU 3HAUECHHSIMH.

BbiBoabl. Pe3ynbTaTbl mOKa3zaiy BO3MOXKHOCTb PALMOHANBHOTO pacHpeleNeHds CHCTEMHBIX PEcypcoB, OCOOCHHO TpH
CPaBHEHHMM C AQHAJOTHMYHBIM MOAX0AOM. /JlambHeidmme wuccienoBaHus OyayT TOCBAIIEHB Oonee JeTaTbHOMY —aHATIU3Y
HPEIIOKEHHOTO TIOAX0/1a € LENBbIO ONPeIeTIeHHS ONTUMANIBHBIX MPEeTbHBIX 3HAYCHNH (QYHKIMOHATBHBIX TIOTEPb.
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