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Background. There is a large number of devices used on Industrial objects and all these devices should interact. Such usage
of IoT in the corporate environment or in industrial facilities is called IIoT (Industrial 10T). According to statistical data of the
information portal "Statista", there is a problem of a rapid increase in the number of devices nowadays. Therefore, it is necessary
to create networks that can withstand all connected devices. The relevance of the paper is determined by the need to connect a
large number of devices in a small area in the Industrial Internet of Things.

Objective. The aim of the paper is to find the way to increase the number of loT-devices per unit area through 3-lvl IoT
architecture and the way to modify the interaction between IoT nodes.

Methods. Analysis of publications devoted to the Internet architecture. Analysis of ways to increase the number of serviced
nodes per unit area. On the basis of the analysis, a modification aimed at increasing the number of served IoT-nodes is proposed.

Results. The three-level [oT architecture and an appropriate way of interaction between loT devices are proposed. The circuit
of three-tier architecture was developed and graphically displayed, the main feature of which is the existence of an additional
node, which allows connecting a larger number of end devices. Algorithms and functions of the devices at all levels of three-tier
architecture were described in detail. The model of the monitoring system and the advantages of its usage in the three-tier
architecture are described. Also the effectiveness of the proposed method compared to the existing ones was mathematically
proved.

Conclusions. The three-level architecture of the IoT network has been developed, which is characterized by the availability of
an additional level of the router, which allowed concentration of the group of end nodes in the router and unload the gateway.
This allowed increasing the maximum number of terminal devices.

Keywords: Industrial Internet of Things; IloT; IoT gateway; Three-tier architecture; Internet of Things; The way of

interaction between IoT nodes.
Introduction

The popularity of Internet technology keeps
increasing nowadays. Intelligent devices have been used
in industry for a long time. But not so long ago, all these
systems began to connect to the Internet or to re-
configure existing networks so that they could be
managed not only locally, but also from any corner of
the world.

According to statistical data of the '"Statista"
information portal, more than 20 billion devices are
already connected to the Internet, and according to its
forecasts the number of such devices will already be
over 50 billion in 5 years [1]. Therefore, it is very
important to create systems that can withstand the
connection of a large number of devices.

Industrial objects use a large number of devices and
all these devices should interact between each other.
Such use of IoT in the corporate environment or in
industrial facilities is called IloT (Industrial IoT -
Industrial IoT) [2]. Basically, this is the same loT, but
the number of devices used in such networks is quite

large, that is why they are issued as a separate
subspecies.

There is an issue of a rapid increase of the number of
IIoT devices, so it is necessary to create such kind of
networks that can withstand all connected devices.
Nowadays, the problem of a steep increase of the
number of devices may be solved in several ways:

- connecting each sensor to the Internet
independently (it is not widely used because of the
transport networks reloading)

- creation of each user PAN (Personal Area
Network), that is often used with many devices
connected [3].

Such personal network of IoT devices will interact in
a particular area and by connecting to the Internet, it will
also be able to interact with other, similar, systems.

Overview of existing interaction architectures
Creation of a PAN for IIoT may use the sensor

networks: ad-hoc networks, but they often work for data
transmission only and can’t receive commands from the
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server, so they are more suitable not for industrial
objects, but for open space usage.

Another option is to use gateways in order to interact
with IoT devices (using a two-tier interaction
architecture). These gateways connect IoT devices and
transfer data over the Internet through a gateway.

Two-tier architecture is the most popular way of
deploying IoT networks. In this architecture, all devices
are connected to the Internet (data processing server)
through a special device - a gateway (Fig. 1).

The number of such devices can reach several
hundreds (it depends on the way of how the information
is transmitted). With such an architecture, each IoT
device has all the necessary sensors, or certain control
equipment, it reads data from its sensors: analog or
digital and makes elementary preprocessing of this data
so that all the data has a similar (identical) look.

Cloud technologies.
Data analysis.
Software for process
automatisation

l

Gateway

End points

Fig. 1 Two-tier architecture of the loT network

The corresponding gateway accepts all data from
various [oT devices, perform their pre-processing, sends
them to the Internet, and then sends commands to the
devices that come from the server.

The gateway is the most important element in the
architecture that connects end nodes and transmits the
data that was read from the sensors. It also performs the
data preparation so that it can be transmitted over the
Internet to the server (to a format suitable for a particular
communication protocol). Usually, gateways are
microcomputers that have their own operating system
with user interfaces like a graphical interface or a regular
console. It's also possible to connect remotely to this
device and reconfigure it, reprogram or remotely manage
the entire subnet.

The advantages
following:

- The ability to connect a bunch of devices;

of such architecture are the

- the possibility of local devices interconnection
without connecting to the Internet;

- lower cost per device.

- ensuring secure data transmission.

- less probability of data loss.

- integration into the network heterogeneous devices.

- network scalability.

The drawbacks of such architecture are the following:

- Impossibility of connecting several hundreds of
devices to one gateway;

- difficult integration of existing devices with a new
architecture;

- larger architectural costs;

- data retention delay.

Such a solution is suitable for some smart home
systems or for not large rooms, but with an increase of
the number of devices, it has its own limitations and
when reaching a certain limit, it is necessary to increase
the number of such gateways. Furthermore, when talking
about IIoT, it is needed to consider the possibility of
connecting more than a very large number of sensors
(more than a thousand). Taking to the account that the
cost of such devices is not low, this paper shows the
possibility of usage the modified method of IoT devices
interaction, based on two-tier architecture, but with the
addition of an intermediate device - three-tier
architecture

Three-tier architecture

The solution proposed in this paper is the use of
architecture with an ability to connect a large number of
devices by using only one gateway (Fig. 2). This is
accomplished by using additional intermediate devices —
"routers" instead of multiple gateways. Such an
approach is called the three-tier communication
architecture of IoT devices [7].

When using this architecture, all end devices transmit
their data not to the gateway at once, but to the
intermediate level —router. The mentioned nodes unite
around their router and form certain cells (Fig. 3), where
they operate independently, transmit data to the router
and do not interfere with devices from other cells.
Therefore, different routers can operate on the same
frequencies and communication channels as the
neighboring routers. Variating the sizes and parameters
of these cells, the maximum number of devices in a
certain area can be changed as well.

This intermediate link in the system is very
important, since the presence of these devices allows
you to concentrate the load coming from terminal
devices, group the data from the latter and send them to
the router. Not more than a dozen routers are connected
to the gateway at a time, and to each of them may be
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connected dozens or even hundreds of end nodes. Thus,
the network can maintain such connections without
overload.
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Fig. 2 Interaction in three-tier architecture

Routers are an important link in the three-tier
architecture, however they can’t work for a long time
autonomously; therefore, such devices should have some
kind of uninterruptible power supply or should be
permanently recharged, since such devices must keep in
touch with the gateway and, at the same time, receive
data from end nodes losslessly. That is why, such
devices as routers rarely use sleep mode. This, of course,
can be considered as the shortcomings of such a system,
but for the industrial Internet of Things this is not an
issue as usually there are no problems with the power
supply.

The principle of building a network with a three-tier
interaction method is very similar with one that is used
for two-tier interaction, but there are routers used instead
of gateways, which makes the entire system
muchcheaper. There is no significant rise in price when
using the presented method because the more
concentration of devices in a certain area, the more
intermediate level devices are used, but they are much
cheaper than the gateways.

According to this kind of interaction, when reducing
the cell size on an unchanging area, the maximum
number of operating devices in this cell remains
unchanged, so the concentration of devices per unit area
increases, what makes it possible to increase the number
of such cells (routers) in a certain area. Due to this, the
total number of end nodes in the specified area will
increase significantly, directly proportional to the
number of cells used in the given system.

It should be noted that as the number of levels of data
transmission increases, the delay and data transmission
speed will also increase, because the traffic generated by
the end sensors, unlike the two-tier architecture, passes
through an intermediate level, which also creates the
delays when sending information and each router may
have some bandwidth limitation, so the maximum speed
of each device, due to this, may also be limited.

An important factor is the bandwidth of the gateway
itself. If the speed of access to the Internet is not high

enough, then the maximum speed of all end devices also
decreases, so when calculating the network, the
following factor should be considered: when using a
large number of end nodes, you need to have stable and
fast access to the Internet. Although since the gateway in
this architecture is only one, it is often provided with a
fairly stable transmission channel (for example, a wired
connection).

Routers

Gateway
o

End points

Fig. 3 Schematic mapping of three-tier architecture

In this method of interaction, the role of end nodes
and the gateway remain the same, but since the sensors
are close to intermediate levels, it is possible to apply
radio modules with good energy efficiency indicators.
Transmission protocols for loT nodes are: ZigBee, BLE,
LoRa, and others. Also, such devices can work with Wi-
Fi, but the use of this technology is not entirely
appropriate in this architecture.

End devices can be made as simple as possible,
because all the hard work is supposed to be performed at
higher levels. This allows reducing their cost,
complexity of design and allows them to work
autonomously for up to 3 years without additional power
and recharging their battery. The duration of the
continuous operation depends, of course, on the task
performed by the device and the battery capacity. The
possibility of such a long battery life is due to the fact
that the end devices are allocated a minimum of tasks
and therefore they can perform them effectively and then
enter a standby or sleep mode, if so provided in this
device.
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As the second level of the architecture presented, the
router acts as a router. Such devices can be several
dozen. These devices act as an intermediate link in the
system, but they are important because the presence of
these devices allows you to concentrate the load that
comes from the end devices, group the data from the
latter and send them to the router. It is the use of routers
to connect and manage hundreds of devices using only 1
Gateway. This is due to the fact that no more than a
dozen routers are connected to the gateway at the same
time and thus can maintain such connections without
overload.

Role of routers:

- receive data from terminal devices;

- group data from multiple nodes;

- send all collected data to the gateway;

- receive data from the gateway;

- send replies to commands on end devices.

Routers are an important link in the three-tier
architecture, but they can not work for a long time
autonomously; therefore, such devices should mainly
have some kind of uninterruptible power supply or be
permanently recharged, since such devices must keep in
touch with the gateway and, at the same time, take,
lossless, data from end nodes. Because of this, devices
such as routers rarely use sleep mode.

The communication between the router and the
gateway can be the same as for connection to end nodes,
but the focus is on such parameters as: good
transmission rates, high bandwidth, depending on what
parameters are needed on the system. Ethernet or other
wired options can also be used to transfer data between
the gateway and routers, but in this case it's hard to call
such a system as a wireless one.

As it was already mentioned, the best practice for
industrial use of IoT is to connect the gateway to the
wired connection, but other options are also possible, for
example, in order to either distribute traffic between
different devices or to implement a backup link to the
Internet. The most popular ways to connect to the
Internet for such solutions are 2G, 3G and 4G (LTE) and
WIFI technologies. Due to the fact that WIFI access
points are the most widespread ones, they are often used
by the gateway for data transmission.

The gateway is only one for the entire three-tier
architecture, but due to adding another device, it is
possible to improve the system's fault tolerance.
Therefore, if the high fault tolerance is required, it is
needed either to make a system with a quick replacement
of the non-working gateway, or to split all connected
devices between two independent gateways.

Tasks that the gateway performs:

- receive data from all connected routers;

- pre-processing this data;

- provide a reliable and secure way of data
transmission;

- locally store data;

- conduct preliminary analysis of data;

- send data and all information to the server;

- receive commands and information from the server;

- send commands to the required routers.

Since geteway manages the whole network, it is also
possible to conduct a preliminary analysis of data and to
send it along with some certain results of analysis to the
server, or even automatically give commands to other
nodes: to perform a small function of a local server.

If it is needed to rearrange two-tier architecture in
three-tier one, there is no point in changing the entire
network, but simply to reconfigure the end nodes so that
they send / receive information not from the gateway,
but from the router and also to reconfigure the gateway
so that it can process the data from the intermediate links
(often it receives not only the data from sensors, but
grouped data from the previous level).

M2M connection in proposed architecture

To maximize network performance and to efficiently
use existing system resources, it's need:

» the ability to change some system parameters:
change the frequency of sending data from a particular
device, or from a group of devices that are connected
around a particular router;

* the ability to switch the device to another router;
this makes it possible to rebalance the network;

+ the ability to programmatically notify the router,
whether to connect a new device to the system, or to
exclude a particular device from the system;

* automatic balancing of the network to balance the
load that comes to different segments of the network;

* Prioritizing the operation of devices, for the
possibility of rapid response to data from priority
devices;

* the ability to change the destination of the end node
(change the type of sensor), if the specified device, there
are such sensors.

To implement the network capabilities described
above, devices in the system must implement a certain
set of APIs that can be called from higher levels, thereby
changing the work of either specific elements of the
network or the entire system segment.

Commands that need to be implemented on devices.

On terminal devices:

* Frequency update of data;

* displaying the priority of the work of the terminal
devices;

* Between the necessary sensors on the device (if
there are more than one);



40 INFORMATION AND TELECOMMUNICATION SCIENCES VOLUME 9 NUMBER 2 JULY-DECEMBER 2018

» the ability to switch the device to another router (if
available) for this device;

» send information about the status of all internal
parameters of the item.

On routers:

 Switching devices, turning on or off end nodes from
their subnet;

* implement the priority of the devices, based on their
priority parity;

* the ability to set the frequency of sending data to all
of its endpoint subnets.

* Get commands about moving the device to the
subnet of another router;

» send information about the status of all internal
parameters of the item.

On the gateways:

* Network rebalancing;

* Collecting data about the parameters of all devices
and routers;

* Sending a team about rebalancing the network;

* analysis of the parameters of all elements of the
network.

Effective use of all system resources should be able
to call, in a certain way and under certain conditions, the
AIA described above. To save all parameters of the
network elements and structure of the system, the use of
the special configuration file is proposed. This file will
describe the entire hierarchical structure of the network.
For this, the JSON format is the best. It is quite simple to
fill (even manually), and does not contain any extra
characters (like XML), so that such a file will have less
disk space, and less time will be required for its betrayal
over the network.

The specified file describes the complete structure of
the network: Connected end devices, routers, and
interconnections between all devices. Also, the file
contains all technical data that is required for network
operation, device identification and monitoring of the
state of these devices.

The configuration file has a hierarchical structure
with three similar entities that correspond to a certain
level of architecture: gateway, routers, nodes. Each of
these entities has a set of similar parameters.

Comparison of architectures

In the two-tier architecture, the limitation of the
number of connected devices at the same time is related
to the radio modules limits or communication devices
themselves, the number of gateways used in the system,
etc. The general formula for calculating the number of
devices looks like:

m

i
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where

(1)

Nij — the number of devices on
communication module, the i-th gateway;

[ — the number of gateways in the system;

m — the number of communication modules.

As it is stated above, the same communication
modules with the same architecture are used, so for
calculating the maximum number of devices it can be
assumed that all communication modules have the same,
the maximum for a certain technology, the number of
devices. Then formula (1) can be simplified, and written
in the following form:

N,y =1-m-N . )

the j-th

where

N — number of devices per communication module.

In the three-tier architecture an additional device (the
router) is used, so the formula for calculating the number
of connected devices will look different, relatively two-
tier architecture:

m n

l
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where

Nijk— the number of end nodes on the k-th
communication module of the j-th router, the i-th
gateway,

Taking into account all restrictions, formula (3), will
take the form:

N =n-m-1-N
MAX , ( 4)
where

[ — number of gateways.

n —number of routers;

m — the number of modules on a particular router.

To calculate the maximum number of devices located
on a certain area in a three-tier system, we can reduce
the power of the BLE transmitter module so that its
radius of transmission does not exceed 5 m. Thus,
different cells (Fig. 4) are created, so to speak, for each
router in the system. Therefore, it is possible to increase
the number of devices in the represented architecture
because of the use of such cells.

According to Fig. 4, when using 1 router, the system
degenerates into a two-tier architecture, and there the
number of devices will always be the same, regardless of
whether the range of action of the communication
module will increase or decrease, because all these
devices occupy all free channels of data transmission. In
the three-tier architecture, the range of communication
modules on the end devices decreases and they create a
certain cell around the router to which they are
connected. Therefore, with the increase in the number of
these routers, the area at which the devices may be
located increases as well.
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According to the graph Fig. 5, a three-tier mode of
interaction of loT nodes can support more devices under
equal conditions in a limited amount of space.

As can be seen from Fig. 5, in a two-tier architecture,
the number of devices will always be the same,
regardless of whether the range of the communication
module action will increase or decrease, because all
these devices occupy all free data transmission channels.
In the three-level architecture, the range of
communication modules on the end devices decreases
and they create a certain cell around the router to which
they are connected, therefore, with the number of these
routersincreasing the expected area of the devices
location increasing too.

D=10m

@® - Gateway

® - Routers

Fig. 4 Location of routers in three-tier architecture

For three-tier architecture maximum number of the
nodes was placed in defined area.

So, the routers should be placed in such way that as
much as possible evenly covered the entire space of the
room.

Three tier architecture

Two tier architecture

Fig. 5 Comparison of two-tier and three-tier
architectures

To calculate the maximum number of devices that are
located on a certain area in a three-tier system, we will

routers so that they cover as much as possible the entire
space of the room. This creates, different cells (Fig. 4)
for each router in the system. And due to the use of such
cells, it is possible to increase the number of devices in
the presented architecture

For calculations we take the formula for two-tier
architecture and in analogy with the three-level
architecture, the formula is simpler, for the maximum
load on the network:

Nigate = Nroute * nnodes.NEOdes' (%)

Since the number of devices that we can connect to 1
communication module is known from the two-level
architecture, we can take this value also for the three-
level, because the way of communicating with the router
and the gateway (two-tier architecture) with the end
devices, identical.

So, NRodes — 80 nodes. Also the bandwidth of the
module of communication with the terminal device, we
are aware of: 20 (Mbits/s).

Npodes. = 6
NE*®$ % == 3.6 80 = 1440 nodes
With an increase in the number of connected
communication modules, to the gateway or routers, at a
constant transmission rate, it is clear that the three-level
architecture reaches its maximum after connecting 6
communication modules to each router (Fig.6).

1500

“aliil
A

Fig; 6 Dependence of the number of terminal devices
on the number of modules of communication
Blue- 2- tier arch., red -3-tier architecture

It is important to note that in the above calculations, the
bandwidth of the communication modules was taken
into account with a certain stock, but this situation can
be improved in the three-tier architecture, in this paper a
stock factor of 0.8 was taken, which means that up to
20% of the bandwidth is not used of course, in reality,
this value is smaller, but at all times we have a certain
spare stock. For the rational use of the described stock,
you can use the described monitoring system with the
implementation of automatic network balancing
algorithm.

To determine the number of devices per unit area,
consider the dependence of the area on which the
devices are located, on the number of routers. Since the
radius of each router communication module is 5 m, the
area covered by each router will be S = m X 12, where r
— radius of the router communication module.
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§=78.54 m’

Construct a table of dependence of the number of
devices on the number of routers (cells) — tabl.1.

Assuming that the cells do not intersect, then the
direct dependence, the number of devices from the
square, and the number of devices will intersect, then the
area of the sensors will be reduced and due to the
interference of the sensors to each other, their number
will also decrease. For these reasons, it can be concluded
that the dependence is directly proportional, except in
the case of only 1 router.

Table 1

Dependence of the devices number from the routers

number

Number of Device Number of
Routers, pcs. placement area, connected
m’ devices, pcs.

0 0 0

1 78.54 480

2 157.08 960

3 235.62 1440

4 314.16 1920

5 392.7 2400

6 471.24 2880

In a two-tier architecture, the number of devices will
always be the same, regardless of whether the range of
action of the communication module will increase or
decrease, because all these devices occupy all free data
transmission  channels. And in the three-level
architecture, the range of communication modules on the
end devices decreases and they create a certain cell
around the router to which they are connected, therefore,
with the increase in the number of these routers, the area
at which the devices may be located increases.

MponyckHa 3AaTHICTb KiHLEBMX NPUCTPOIB B 3aNeKHOCTI BiZ KINbKOCTI MOAYAIB 38'A3KY
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Fig. 7 Dependence of end-device bandwidth on the
number of connected communication modules
Blue- 2-tier arch., red -3-tier architecture

The bandwidth of all devices in different ways of
interaction will depend on the maximum transmission
speed of the communication module of each device and
the transmission speed of the intermediate nodes. In a
two-tier architecture, with a strong blurring of the

number of connected modules (and hence of devices),
there will be no reduction in bandwidth, because all
modules will be connected directly to the gateway, and
its bandwidth is quite large.

In the three-level architecture, with the increase of
modules on the router (when the wifi bandwidth is not
enough to handle all devices), the maximum speed of the
end devices begins to decrease (Fig. 7).

Conclusions

With the current pace of IloT technologies
development, the number of IoT devices keeps
increasing, so it is necessary to have systems that can
withstand a large number of connected devices in a small
area of space.

In this paper, existing methods of interaction of IloT
nodes were considered, their description and comparison
were made. It is needed to create PAN network if the
connection of a very large number of devices is required.
Therefore, in this paper, the use of three-tier architecture
was proposed, which is a modification of two-tier
architecture, with the addition of the intermediate level -
the router. The router acts as an intermediate link and
collects data from several dozens of sensors and thus
reduces the number of connections to the gateway.

A three-tier interaction method uses the benefits of a
two-tier, but it allows connecting a much larger number
of devices. It is allowed at the expense of a small
increase in the delay and decrease the bandwidth of one
IoT node, but the transmission rate in the three-tier
architecture is still enough, because each loT node does
not generate very large amount of data. The paper also
presents a comparison of the above-mentioned methods
of interaction and graphically depicts the advantages of a
three-tier architecture.

References

[1] Internet of Things (IoT) connected devices installed base
worldwide from 2015 to 2025 (in billionst).
https://www.statista.com/statistics/471264/iot-number-of-
connected-devices-worldwide. (access date: 01.12.2017).

[2] What is the Industrial Internet of Things? https:/www.i-
scoop.eu/internet-of-things-guide/industrial-internet-
things-iiot-saving-costs-innovation/industrial-internet-
things-iiot (access date: 03.12.2017).

[3] Rouse M.  Personal area network  (PAN).
http://searchmobilecomputing.techtarget.com/definition/p
ersonal-area-network (access date: 28.03.2016).

[4] Internet of Thinﬁs: Wireless  Sensor
http://www.iec.ch/whitepaper/pdf/iecWP-
internetofthings- LR-en.pdf (access date: 26.11.2017).

[5] Zhong C. Study on the IoT Architecture and Gatewa
Technology. / C. Zhong, F. Univ, Z. Zhu, R. Huang //
14th International Symposium on Distributed Computing
and Applications for Business Engineering and Science.
Guiyang, 2015 p. 196-199.

Networks.



L. GLOBA, V. KURDECHA, A. SHOFERIVSKYI. THREE-TIER ARCHITECTURE FOR INTERNET OF THINGS NETWORKS 43

T'nooa JI.C., Kypoeua B.B., Illoghepiscoxuit A.C.

TpupiBHeBa apxTektypa 1131 Mepexi InTepnery Peueii

Ipodaemaruka. Ha mpoMuCcIoBHX 00’€KTax BUKOPHCTOBYETHCSA BEIMKA KiNBKICTh MPHCTPOIB 1 3 yCiMa IMH HPHCTPOSIMH
HeoOXinHO B3aemonisTi. Bukopucranus 0T B koprmopatHBHOMY cepenoBHINi ad0 Ha IMPOMHCIOBUX 00’ekTax Mae HasBy I1loT
(IndustrialloT - IIpommcmoBmit IoT). 3rimHO cTaTHCTHYHMX MaHUX iH(popMamiiHOTO mOpTamy “Statista” Ha CBHOTOAHI
crocTepiraeTbesi mpobiieMa CTPIMKOTO 301MbIICHHS KiMbKOCTI MPUCTPOIB. AKTYaJbHICTh POOOTH BH3HAYAETHCS HEOOXITHICTIO
T TKITFOYEHHS BEJTMKOI KITBKOCTI TIPUCTPOIB Ha HeBeNuKil mromi B [IpomucioBomy loT.

Meta nociimkenb. [ligBumieHHS KinbkocTi o0cmyroByBaHuX [0T-By3sliB Ha OJMHUIIO IUIONII Yepe3 3arnporoHOBaHY
TPHUPIBHEBY apXiTEKTypy Ta MOAH(DIKAIiIO CIOCO0Y MIKMAITMHHOTO 3B’ 3Ky

Metoauka peamizaunii. AHami3 myOikaniif, MpUCBSYEHHX apXiTeKkTypi IHTepHeTy Pedelt, cmocob6iB 30iMbIIECHHS KiTbKOCTI
00CITyroByBaHNUX BY3JiB Ha OAMHUINO IuTomi. Ha ocHOBI aHani3y 3amponoHoBaHO MOIH(IKAIiIO, IO CIIPIMOBAHA Ha ITiABUIICHHS
KiJbKoCTi 00cayroByBanux loT-By3iB.

PesyabTaTHaocaiTkenb. 3anponoHOBaHO TPHPiBHEBY apxiTekTypy loT Ta BimmoBimamii iit croci6 B3aemoxnii mpuctpois [oT.
Po3pobiieHo cxXeMy TPHpPIBHEBOI apXiTEKTypH, TOJOBHOK OCOOJHMBICTIO SKOi € HAasBHICTh IPOMDKHOTO BY3JTa, SKHH Hae
MO>KJIUBICTh HiJKIIOYATH OiNbIIy KUTBKICTH KiHIEBUX MPUCTPOiB. OMMCAaHO anropuTMH Ta (yHKIii HPHCTPOiB HA BCIX PIBHAX
TPUpIBHEBOI apXiTekTypu. [IpoBeneHO MaTeMaTHYHY OLIHKY 3alPOIIOHOBAHOT'O PIlICHHS MOPIBHIHO 3 ICHYIOUHMH.

BucnoBku. Po3pobneno tpupiBHeBy apxitektypy loT Mepexi, ska Bifpi3HSE€TbCS HASBHICTIO JOJATKOBOTO piBHS
MapuIpyTH3aTopa, 10 JO03BOJMIO CKOHIICHTPYBATH HABaHTAXKCHHS IPYIH KIHIIEBHX BY3IB B MapIIPyTU3aTOPi Ta PO3BAHTAKUTH
nnmo3.11e 103B0IMII0 MiABUIINTH MaKCHMAJIbHY KUTBKICTh KiHIIEBHX IPHUCTPOIB.

Kumrouosi caoBa: I[Ipommcnosnit Inreprer peueit; 1loT; IoT mumos; TpupiHeBa apxitekrypa; IHTepHer peueit; Crocid
B3aemoii [oT By3miB.

I'noéa JI.C., Kypoeua B.B., lllogpepueckuii A.C.

TpexypoBHeBasi apxTekTypa A5 ceTu Untepnera Bemeii

IIpodnemaTuka. Ha mOpOMBIIUICHHBIX OOBEKTaX MCIOIB3YETC SIOONBIIOE KOJNUYECTBO YCTPOWCTB M CO BCEMH JTHMHU
yCTpoiicTBaMi He 0OXOAMMO B3amMojelcTBOBaTh. VcmonbzoBanme MHTepHeTa Bemeil B kopmopaTwBHOH Opeme winm Ha
MPOMBIIUIEHHBIX 00BeKTax HasbiBaeTcsi [IpombiiuieHHbIM WMuHTepHerom Bemieit (Industrial 1oT). CornacHo craTucTHYeCKUM
JaHHSAM WH OPMalMOHHOTO moprana "Statista" ceromHs HaOmomaeTcs mpoOieMa CTPEMUTENBHOTO YBEIHYCHUS KOJIMYECTBA
YCTPOUCTB. AKTYalbHOCTH PAa0OTHI OMpeIeiseTcss HeOOXOAUMOCTBIO TMOKIIOUEHHS OiTbLIOT0 KOJIMYECTBA YCTPOMCTB HA
HeOompmroi rmiomasy B [IpomermnenHoM MaTeprere Bemei.

Heap ucciaenoBanuid. IToBblmieHne KomuuecTBa 00CTyKMBaeMbIX y310B MHTepHera Bemeid Ha emuHUIy TUIOMAAX C
TIOMOIIEIO MPEIOKEHHON TPEXyPOBHEBOH apXUTEKTYPHI M MOTH(HKAINIO CTIOC00a MEKMAIIMHHON CBS3H.

Metoauka peanm3anuu. AHanu3 TNyOJMKaLUi, TOCBSIICHHBIX apXxuTekrype MHTepHera Beieil, crocoOoB yBenndeHuUs
KOJIMYeCcTBa OOCITY)KMBAaGMBIX Y3JIOB HA EAMHUIY IUlomann. Ha oOcHOBe aHanm3a MpENIoKeHO MOAU(PHKAINIO, KOTOpas
HaIlpaBJieHa Ha MOBBIIIEHNE KOJIMYECTBA 00CTyKUBaeMbIX y3110B HTepHeTa Bereid.

PesyabTaTel uccaemnoBanmii. Ilpemmoxkeno TpexypoBHeBylo apxutektypy VIB m cooTBercTByrommii eif crmocod
B3auMoJielicTBuUs ycTpoiicTB MB. Pa3paboTaHo cxemy TpexypOBHEBOW apXUTEKTYpHl, TTIaBHOM 0COOEHHOCTBIO KOTOPOM SBIISETCS
HaJWYUe IPOMEXKYTOYHOTO y37a, KOTOPBIH TaeT BO3MOXKHOCTH IMOAKIIOUATh OONbIIEe KOIMYECTBO KOHEUHBIX YCTPOICTB.
OmnucaHbl anropuT™Mbl U (YHKLUUH YCTPOWCTB Ha BCEX YPOBHAX TPEXypPOBHEBOW apXUTEKTyphl. lIpoBeinena maTemaTHuecKas
OLICHKA [TPEAJI0KEHHOI'0 PEIIEHUS [10 CPABHEHUIO C CYILECTBYIOIIMHU.

BoiBoabl. PaspaGorana TpexypoBHeBas apxuTekTypa cetd MurtepHera Bemiell, koTopas OTIMYaeTcss HAIUYUEM
JOIOJIHUTENBHOIO YPOBHSI MAapLIPYTH3aTOPOB, YTO IO3BOJIMJIO CKOHLEHTPUPOBATb HArpy3Ky IpPYIINbl KOHEUHBIX Y3JIOB B
MapLIpyTH3aTOpax U pasrpy3uThb IUTI03. DTO MO3BOJIUIIO MTOBBICUTH MAKCUMAIbHOE KOJIMYECTBO KOHEUHBIX YCTPOUCTB.

Knrouesblie cioBa: [Ipombiuiennsiii uarepHer Beuiel; 1loT; loT mumo3; TpexypoBHeBas apxurekrypa; IHTepHeT Bellew;
crnioco6 B3aumogaerictust 10T y3moB.



