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Background. The problem of new generation computer network structural synthesis is considered under constraints
on Quality of Service (QoS) — average packets transfer delay (PTD) and packets loss ratio (PLR). Besides network
structure it is necessary to determine simultaneously channels capacities and find flow distribution for all classes of service
(customers). This problem refers to so-called NP-difficult combinatorial optimization problems for which there are no exact
algorithms of polynomial computational complexity. Therefore in the paper modified genetic algorithm (GA) is suggested
for its solution.

Objective. The aim of the paper is to investigate different modifications (variants) of genetic algorithms:
deterministic, adaptive and self-adjusted and estimate their efficiency for the solution of the considered problem.

Methods. Based on analysis of literature on GA classes of algorithms were detected differed by variants of strategic
parameters adaptation - probabilities of crossover and mutations. Different combinations of adaptation methods were
implemented and analyzed — deterministic, adaptive and self- adjusting.

Results. The following variants of GA were investigated in the research:

° the combination of unconditional crossover and dynamic deterministic mutation;
the combination of unconditional crossover and dynamic adaptive mutation;
the combination of unconditional crossover and dynamic self-adjusting mutation;

the combination dynamic deterministic crossover and dynamic mutation;
the combination dynamic adaptive crossover an unconditional mutation.

Conclusions. In result of investigations it was established that the most efficient for the computer networks
structural synthesis is the genetic algorithm with combination of dynamic adaptive crossover an unconditional mutation.
This algorithm was implemented in software kit and applied for real problem of NG network structural design and its

efficiency was estimated.

Keywords: New generation networks; Quality of Service; structure synthesis; adaptive genetic algorithm.

Introduction

One of the most perspective class of networks is new
generation network (NGN). NGN uses different
classes of service (CoS) for transmission of various
information types (data, audio and video) and assures
the corresponding quality of service (QoS) for
corresponding CoS. QoS indices include the following
factors: Packets Delay Time ( PDT), Packets delay
Variance (PDV) and Packets Loss Ratio (PLR). NG
networks are mostly based on MPLS technology
(Multiprotocol Label Switching)

The important feature of NGN is that it’s easily
integrates with Internet protocol stack TCP/IP.

The appearance of NG networks technology had
demanded development of NG networks optimal
design methods which would take into account the
specificity of MPLS technology

One of the important design problems of NG network
is the problem of optimal structure synthesis under
constraints on given values of QoS. This problem for
MPLS networks was firstly considered and genetic
algorithm (GA) for its solution was suggested in [1].

But this algorithm implemented only two operators of
GA: mutations and selection while the operator
crossover wasn’t implemented. Besides the mutations
probability was fixed and wasn’t adapted in the search
process.

Therefore the problem has arisen to modify the initial
GA for GN network structural synthesis and create
more efficient adaptive algorithm including all genetic
operators.

The main goal of this paper is to elaborate the
adequate genetic algorithm for NG networks structure
optimization and investigate its efficiency.

Problem statement

Let’s consider the problem of computer network
structure optimization with MPLS technology [1] A
set of networks nodes (so-called LSR (Label
Switching Routers) X ={xj} j=Ln - is given,
their locations over territory, a set of channels

D={dl,d2,...,dk} and their costs per unit length
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C= {CI,CQ,---, Ck} , CoS (Class of Service) are
defined, matrices of incoming demands are known for
each class of service H (k)= ”h,, (k)" i,j=1n;
k=12,...,K, where h,;,- (k) is the k-th class flow rate
which is to be transmitted from node i to node j
(Mbits/sec).

For obtaining analytical models for QoS PTD and
PLR of k -th priority class the following assumptions
are introduced:

e Input flows in nodes of all classes are
Poisson with intensity hi(jk)'

e Service time in channels(r,s)is
distributed by exponential law with
parameter intensity W, (Mbit/s),

where\\ . is capacity of the channel

(r,s).

e Service time of a packet in different
channels is statistically independent
random variable.

Under such assumptions using queue theory the
following formula was obtained for average delay of
k -th priority flow in a network [1]:
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where g é ) S hi(j ) is total intensity of input flow
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of the k - th priority (class):
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. is the flow of i-th priority in the (7,s).

The probability of packets loss of the k -th
class (priority) is equal to the probability of the state
when all the virtual channels allotted for k -th class of
flow in the channel (r,s)are occupied is determined

in [1]:
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where|L- capacity of the base channel, e.g.,
4, =2.043Mb1

N
ny - a number of channels in the link(r,s) allotted
for transmission of the k -th flow;
N}, -a buffer size in LSR assigned for queue of k -th
class of packets;
Py - a normalizing multiplier.

Then the loss ratio of the- k -th class of packets will be
equal to:

PLR, =1- JJ (1-P%) . )

nom .(r,s)
(r,s)EE

Let desired values of QoS be set at average packet
time delay T, and packets loss ratio for each CoS
PLRypni» k=1,K

It’s required to determine MPLS network structure
as a set of channels, to find their capacities { ,u,s} and

flows distribution for each class F (k) =[f,, (k)]
so that to enable to transmit all the classes demands

H (k)with average packet time delay Tcp not

exceeding given values Tmo « and Packets Loss ratio
(PLR) not exceeding limitation on this value PLRy ;4
and total network cost should be minimal [1]

Let’s construct a math model of this problem. It’s
necessary to find such network structure E, for which:

minCy = Y C, (4,) (3)

(r,s)EE

under constraints
TL‘ka' (F(k)’ Il'lrs ) S Tya()Ak (4)
f., <M, forall channels (r,s) (5)

4, €D (6)

PLRk ({/lr.r }’{frs }S PLRk,Sa() k = I’_K (7)

where P LRk ({,Urs},{f rs} is a rate of lost packets

for k-th class of flow,
PLRj5,, 1s a given constraint on this value.

This problem belongs to a class of so-called NP-
difficult optimization problems. For its solution
modified genetic algorithm 1is elaborated and
investigated.

Modified Genetic Algorithm
for NG Network Synthesis

As it’s well known GA consists of three
procedures: crossover, mutations and selection].

But in this problem crossover and mutation
procedures are made adjustable, so that strategic
parameters are adapted in the process of algorithm
run.

Define a channels matrix K = kii , where

1, 3G, j)
k; = "7, for each structure .
0, =3, j)
Then generate initial population of n different
structures in a given structures class — multi-
connected structures with connectivity factor 2.
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For synthesis we’ll use semi-uniform crossover
[2].

Parent structures for crossover we select randomly
with probability inverse-proportional to a cost

function C; (Ei(k)), to each parent matrix corresponds
K',i=12.
In the process of semi-uniform crossover each

offspring gets one-half of parents’ genes.
Crossover mask is represented as a matrix of the

0,p = p0
1,p<p0’
p0=0.5-is a parameter, and a p € [0,1] is

following form M = Hm,j » where m, ={

random.
Formally this process of crossover may be written
as follows

‘ . i, DLk, =1,m; =0
E(k) =||e<’<>z;f||={§i 7 e L =
7.]) sRyp — ’mij_l
During crossover we generate two offsprings
due to goal of maximization of algorithm productivity.
In case of getting isolated subgraphs connect them
with direct channels to a root.

Further for obtained offsprings — structure E(k)’
solve the following problems channels capacities
assignment and flows distribution (problem CA-FD)
and find new channels capacities and flows

distributions for all classes of service [1]. Its statement
and solution algorithm are described below.

Problem of optimal capacities choice
and flows distribution

Problem statement
MPLS network structure is given as an oriented

graphG = (X,E), where X = {xj}j =1,n is a set of
nodes (routers), E ={(r,s)}is a set of channels, set of
channels capacities D = {d1 e PN }and their costs
of unit length¢ = {c1.Cp,c | ATE given

Let it also be given demand matrices of input flows
of corresponding classes p — “h”(k) sij=1n, k=1K

and constraints on average packets delay for the k-th
ﬂOWTCp « ke KycK; and the constraint on packets

loss ratio for different classes of flows.
It’s required to choose such channels capacities

{ 5\2) }and to find the flows distributions of all the
classesF(k):[frs(k)] for which total cost of NG

network would be minimal and the established
constraints on given values of QoS be fulfilled
completely: The mathematical model takes the
following form (8)-(10):

find

minCy = 3> Cr(Uys)- ®)
(r,s)eE

under constraints

Topx (FOK)Mps) S Topgk k=1K, 9)
)
PLR(F) < PLRy 540 - (10)

Algorithm of optimal capacities choice
and flows distribution for NGN

It consists of preliminary stage and finite number of
iterations.

At the preliminary stage find initial channels

capacities {1 . (0) }and flows distribution of all classes

F (k). Then go to the first iteration.

(/ +1) iteration
Let /iterations be already performed and current
capacities {u s (1 )} flows distributions

Fo(h= [fr(sk) (/)J and total network cost Cy (/) were

found.
The goal of iteration (1+1)-is the optimization of
channels capacities and flows distribution by criterion

of total cost minimization Cy and check of optimality
condition.
1. For given values of capacities [L,g (/) solve the

problem FD and find new flows distributions of all
classes:

Fod+D=[f®a+n]k=1K.
2. For new flows F(k) (I +1) solve the problem of

optimal capacities choice (CC) and find new channels
capacities {}1 s (I + 1)}and total network cost

Csl+)= Y, oCsU+1)"
(r.s)eE

3. Compare If |Cy(H-Cy(/+1)|<e>
where € is given accuracy, then end of algorithm.
Found capacities {u1 s (I + 1) }and flows distribution of

all classes F, (/ +1) are optimal,

otherwise / =/+1 and go to the next iteration.

Then after comparison cost value for offspring and
parents the we decide whether to introduce or not
offspring structure E(k)’ in a sequence of locally
efficient structures in current population) IT.

After crossover it’s necessary to define mutation
procedure. Note that basic algorithm suggested in a
previous work [1] used the unconditional mutation
procedure. Mutations consist of deleting or
introducing some new channels in network structure.
In the process of algorithm improvement the
following schemes of mutations probability changes
were suggested:
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- deterministic and adaptive change.
In deterministic version mutation probability is
defined with application of time-variable function.
As an example we may change probability as
follows
o(t)=1-ct/T.
Note as time passes the probability decreases.
The main properties of such approach are
e  mutation probability change doesn’t
depend on the success of its application in
genetic search;
e adesigner fully controls the probability
changes due to certain formula;
e ) mutation probability change is fully
predictable.

Adaptive approach

For the implementation of adaptive approach
of mutation probability change we use so-called
Rechenberg adaptation rule [2 ].

In this case the mutation probability as follows

_ 1
(ot 1)//1 ifo-D<g

~~

7O =1 5¢t-12 if(p(t—1)>%

Ika(t—l),if(p(t—l)=%

where ¢(¢) is a percent of good mutations and

A=1.11isa learning factor.

Note that the main properties of this approach are
the following:

1) mutation probability change depends on the
successfulness of its application in the process of
genetic search

2) mutation probability change is non-predictable.
Self-adjustable mutation.

Self-adjustable mutation may be implemented on
the level of chromosome (for each network structures)
and on the level of genes (channels).

For this mutation probability change rule (law)

o (t) should be given,

and then o (¢)is coded in chromosome as :
{Ek,0(t)}or {Ek =|jek,[.|lo; )]}

But this approach leads to crucial decrease in
algorithm productivity and for our problem is not
good alternative. Note that main properties of such
approach are the following:

1) mutation probability change is a result of
natural choice;

2) the designer practically doesn’t control this
process;

3) mutation probability change is non-predictable.

As a contra version to scheme with unconditional
crossover and dynamic mutation the scheme with
unconditional mutation and dynamic crossover was
suggested and implemented.

In the process of algorithm improvement with
unconditional mutation the following schemes of
crossover probability change were investigated:

- deterministic;

The implementation of deterministic scheme is
based on hypotheses that on various search stages
crossover may be more or less significant/ that’s why
as a function of crossover probability change is
reasonable to choose non-monotonic function like

such: e.g.O(f) = |Sin(t)| ,where 0<t<T.

- adaptive .

Define adaptive crossover as an operator
probability of which decreases if a population is
homogenous and increases if the population is
sufficiently heterogeneous one. As a measure of
homogeneity/heterogeneity take

C, = max(Cy(E (k) - Cy(E (k) ,
iell,..,nl,jel,..,nl,i#j,

where n =3 is a population size.

It’s reasonable to suppose that in case of very like
species in population crossover will be inefficient and

vice versa. Thus in adaptive approach the rule of
crossover probability change takes the form

o(t—1) . X
( //1 if ¢, < ")

o(t) =
o(t—1)A if C;>C*

o(t—1),if C;=C*

where Cis a threshold value

and A =1.1is a learning factor.

- Self-adjusting crossover. o0

The implementation of self-adjusting crossover is
not reasonable due to substantial decrease of
algorithm productivity like self-adjusting mutation.

Experimental investigations

The experimental investigations of various
modifications of GA were carried out in which the
efficiency of different variants of crossover and
mutation procedures were explored and compared.
The problem to be solved was a global Ukrainian
NGN network design. In process of experiments were
varied sets of channels capacities, costs of unit
channel length, demands matrices, given QoS values
(PDT, PLR) .
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After series of experiments were carried out the
following results were obtained for different variants
of crossover and mutation procedures:

1. the combination of unconditional crossover

and dynamic deterministic mutation:

this implementation proved to be one of the
most successful- the increase of productivity in
comparison with basic GA was up to 15% .

This experiment confirmed the hypothesis
that mutations play the essential role at the initial
phase of search while at final stage the most
efficient is to use crossover for finding optimal ( or
quasi-optimal) solution on the base of earlier obtained
solutions.

2. the combination of unconditional crossover

and dynamic adaptive mutation:

This combination did not allow reaching stable
decrease of algorithm run time.

3. the combination of unconditional crossover

and dynamic self-adjusting mutation:
this implementation is unreasonable as it essentially
complicates the process of genetic search and leads to
decrease of algorithm productivity.

4. dynamic deterministic crossover:
this implementation did not allow to obtain the stable
increase in productivity.

5. dynamic adaptive crossover an unconditional

mutation:
this implementation of GA proved to be the most
successful- the productivity increase is 20-22%

So the hypothesis that crossover operator has some
positive properties which mutation operator does not
have is confirmed.

But it is worth to note application of crossover
operator is efficient only if the species in population
are quite different.

The GA with dynamic adaptive crossover and
unconditional mutations was implemented in
corresponding software kit and used for optimal
structure design of global network.

As the illustration of experiments on the Fig.1l
the initial structure of NG network in Ukraine is
presented, while on the Fig. 2 one of the optimal
structures is presented obtained by the suggested
modified genetic algorithm which uses the
combination of dynamic adaptive crossover and
unconditional mutation.
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Fig.1. Initial MPLS network structure
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Fig. 2. Optimized MPLS network structure

These results were obtained with test data close to
real data.
Note that after the application of modified GA total
cut in network costs for optimized network structure
comprised:

14250 thousandUSD - 10023 thousandUSD =
4227 thousand USD,

that is by 30% less than the costs of initial network

structure. It’s very important that algorithm
productivity was increased: this result was obtained
with 22% less time than by basic GA.

Conclusion

The problem of new generation computer networks
structure optimal design under constraints on given
QoS values is considered.

For its solution different genetic algorithms for its
solution with various modifications of crossover and
mutation procedures were suggested and investigated.

The most efficient GA for NGN structure synthesis
under constraints on given QoS was determined and
its application for Ukrainian MPLS network
topological design is presented.
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3antuenko O.10., 3aituenxo IO.11.

CTpYKTYpPHUIi CHHTe3 MepeK HOBOIo TMOKOJIIHHA i3 3acTOCYBaHHAM MOAM(PIKOBAHOIO TIe€HETHYHOIO
aJIropuTmMy

IIpo6aema. Posrnsanaerscs mpobiemMa CTPYKTYPHOTO CHHTE3Y MEpeX HOBOIO MOKOJIHHS IMpU OOMEKEHHSIX Ha
TMOKa3HUKM SIKOCTi oOciayroByBaHHs (QoS) pi3HUX KJlaciB KOPHCTyBadiB: cepenHili dac 3aTpUMKH IaKeTiB Ta YacTKy
BTpaueHUX nakeTiB. [Ipy nboMy HEOOXiAHO, KpiM CHHTE3y CTPYKTYPU OJHOYACHO BUOpATH MPOIYCKHI CIPOMOXXHOCTI
KaHaJIiB 3B’A3Ky Ta 3HANTH PO3MOMIIIEHHS IMOTOKIB BCiX KJACiB KOPHUCTYBadiB 3 ypaxXyBaHHSIM OOMe)XeHb Ha MOKa3HUKU
QoS. Llg 3amauya BigHOCHUTBCS IO Kjlacy Tak 3BaHMX NP-BaXKMX 3a1ad KOMOIHATOpHOT onmTUMIi3alil I AKUX BiACYTHI
TOYHI AJrOPUTMU TNOJIHOMiaJbHOI OOYMCIIOBAIBHOI CcKiIagHOCTi. Tomy B paboTi NpONMOHYeTbCA MOAM(iIKOBaHUI
reHeTnuHUil anroput™ (I'A) i1 BUpimIeHHS.

MeTta pociigkens. JlocninuTy pisHi BapiaHTH reHETUYHUX aJITOPUTMIB: NeTepMiHOBAaHUX, alalTUBHUX Ta THX, IO
CaMOHAJIAIITOBYIOTHCS Ta OLIHUTH TX e(DEeKTUBHICTD I BUPILIEHHS MTPOOIEMH CTPYKTYPHOT ONITUMi3aLlii Mepex.

MeTtoauka peadizanii. B pesynbTari aHamizy JitepaTypd 3 T€HETHYHMX aJrOPUTMIB OyJ0 BHUIIJIEHO KJlacu
aJITOPUTMIB, IO BiZIPi3HAIOTHCS BapiaHTaMM ajamnTaii cTpaTerivHuX MapaMeTpiB airOPUTMIB- HIMOBIPHOCTSMHU KpoccoBepa
Ta MyTauiit. Po3rsimanuce pi3Hi MeToau aganTauii-uuxX napaMeTpiB: JeTepMiHOBaHI, alanTUBHI Ta CAMOHAIAIITOBYIOYi.

Pe3yabTaTH gociaimkenb. B nporeci ekcriepuMeHTiB Oyiiu ociigkeHi HacTymnHi BapianTu [A:

o KOMOiHalliss 6€3yMOBHOI0 KpoccoBepa Ta AMHAMIYHOI AeTepMiHOBaHOT MyTallif,

o KoMOiHa1is 6e3yMOBHOI0 KpOocCcoBepa Ta AMHAMiYHOT afanTUBHOT MyTawLif ;

. KoMOiHamiss 6e3yMOBHOTO KpOccoBepa Ta TMHAMiYHOT CaMOHAJIAIITOBYOUOT MyTallil
o KOMOiHalisl IeTepMiHOBaHOTO TWHAMIYHOIO KPOCCOBEpa Ta IMHAMIYHOT MyTawil;

o KOMOiHallisl IMHaMiYHOr0 aJalTUBHOI'O KpoccoBepa Ta 0€3yMOBHOT MyTallil.

BucHoBkM. B pe3ynbTati 1ociigkeHb 0yI0 BCTAHOBJIEHO, IO HAWOINbII e()eKTUBHUM € TEHETUYHHUI aliITOPUTM 3
NMHAMiYHUM aJallTUBHUM KPOCOBEPOM Ta 6€3yMOBHOIO MYyTalli€lo.

Lleit anroputm OyJio peasizoBaHO MPOrpaMHO Ta BUKOPHUCTAHO JUTS BUPIIIeHHSI KOHKPETHOT 3a/1adi CHHTE3y
CTPYKTYPH TJI00ATBLHOT KOMIT FOTEPHOT MEPEXi Ta OLiHEHO HOro e(peKTUBHICTh.

Ki1104oBi ciioBa: Mepe)ki HOBOTO MOKOJIIHHS; TTOKa3HHUKH SKOCTi CEepBiCy; CTPYKTYPHUI CHHTE3 MEpexi;
aoanTUBHUIN FT€eHETUIHUNA aJITOPUTM.

3aituenxo E.IO., 3aituenko FO.11.

CTpYKTYpHBIil CHHTe3 ceTeii HOBOro IMOKOJICHHsSI ¢ NPHMEHeHHeM MOAU(PUIHMPOBAHHOIO TI'e€HETHYEeCKOro
ajJiropurmMa

IIpo6aema. PaccmarpuBaeTcsa npoOjieMa CTPYKTYpPHOrO CHUHTE3a ceTell HOBOro MOKOJIEHUS IPU OTpaHUYEHUSIX Ha
nokasaTejyd KadecTBa OOCIy>KHMBaHUs pa3jIMYHbIX KJlaccoB mnouib3oBatesieit (Quality of Service —QoS)- cpenHee Bpemsi
3aJepP>KKU JTOCTABKM MAKETOB M CPEJHIOI OO MOTEPSHHBIX MakeToB. [Ipn 3ToM HE0OO6XO0ANMMO Kpome BbIOOpa CTPYKTYpPhI
CETU OJHOBPEMEHHO BbIOpAaTh MPOIYCKHbIE CIHOCOOHOCTU BCEX KaHAJIOB CBSI3M W HAWTH paclpelesieHHe MOTOKOB BCEX
KJIacCOB MOJIb30BaTeNieil ¢ ydyeTtoM orpaHmdeHuii Ha QoS. JlaHHas 3agadya OTHOCHUTCA K KJlacCy Tak Ha3blBaeMbIx NP-
TPYOHBIX 3aJad KOMOWHATOPHONW ONTHMH3AIUN Uil KOTOPBIX OTCYTCTBYIOT TOYHBIE aJTOPUTMBI MOJMHOMUAIBHOM
BBIUUCIUTEILHON cioXHOCTU. [losToMy B paboTe mnpennaraercss MOANU(MUIMPOBAHHBIN T€HETHYECKUN aJIroputMm ee
peleHus.

Iear wucciaenoBanmii. liccnenoBaTts  pa3iWyHBIE  BAapUAHTBl  TOCTPOCHUS TE€HETHYECKUX  aJTOPUTMOB
JIeTePMUHHUPOBAHHBIX, adalTUBHBIX U CaMOHACTPaMBAIOIIMXCS U OLUEHUTh MX (P (HEKTUBHOCTH JJISI PelleHus] MpoOeMbl
CTPYKTYPHOM ONTUMU3ALINH.

Metoauka peajusauuu. Ha ocHOBaHMM aHaiu3a JUTEpaTypbl MO I'€HETUYECKUM aJropuTMaM ObLIM BbIIEJIEHBI
KJIACCHI aJITOPUTMOB, OTJIMYAIOIIMECS] BApUAHTAMHU afallTallii CTPaTerMIeCcKUX MapamMeTpOB aIrOPUTMOB- BEPOSITHOCTIMU
KpoccoBepa M MyTauui. PaccmarpuBanmuce pasivuHble KOMOMHALMU CIOCOOOB afanTaluu- AeTePMUHUPOBAHHBIE,
allafTUBHbIE U CAMOHACTPauBarOIIeCs.

PesyabTaThl HcesienoBaHmii. Beumn viccienoBaHbI ciemyromye BapuaHTel ['A :

KOMOUMHaus 6€3yCIIOBHOTO KPOCCOBEpA U IMHAMUYECKON NeTepMUHUPOBAHHO MyTalllH;

KOMOWHAIMsT 6€3yCIIOBHOTO KPOCCOBEpa M TMHAMWYECKOM alaliTUBHOM MyTallnH;

KOMOMHa1Ma 6€e3yCJIOBHOIO KpOoccoBepa U caMOHacTpauBarolleiics MyTauuu;

KOMOUHAIUS 1€TePMUHUPOBAHHOTO IMHAMUYECKOI0 KpoccoBepa U IMHAMHUUECKONM MyTaluu;

KOMOWHAIMS TMHAMWYIECKOTO aIallTUBHOTO KpOoccoBepa U 0e3yCIIOBHOI MyTalvy.

BriBoasbl. B pesynbraTe nccinenoBanuii ObLIO YCTaHOBJIEHO, YTO Hanbosiee > (PeKTUBHBIM TS 31491
CTPYKTYPHOT'O CHHTE3a CceTeil SBIISIeTCA FreHeTUIECKUil aJITOPUTM C TUHAMUYECKNM aIaNTUBHBIM KPOCCOBEPOM U
0Oe3ycJIOBHON MyTalMeil. DTOT aJrOpUTM ObL1 peaIM30BaH MPOrpaMMHO U UCMOJIb30BaH U1l KOHKPETHOM 3a/lauu CUHTEe3a
CTPYKTYPBI IJI00AJIBHOM KOMIIBIOTEPHOI CETH U OLIeHeHa ero 3(hGeKTUBHOCTH

KiroueBble cjioBa: ceTHU HOBOrO TMIOKOJIEHMs; TMOKa3aTesd KauecTBAa CEpBUCA; CTPYKTYPHBII CHUHTE3 CETH;
alanTUBHbII F€eHETUYECKUN aJITOPUTM.





