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Background. The majority of modern procedures for the recognition of radio sources and objects are based
on the use of binary and multivalued logic, which have low specific features. The essence of the issues is to
compare a priori knowledge and a posteriori data coming from the surveillance means and to make a decision on
the recognition of a radio emission object. A priori knowledge and a posteriori data are formed both before and
during the recognition process on the basis of sets of information features or information signatures. At the same
time, when constructing an integral indicator for determining the affiliation and status of sources and objects, it is
necessary to know the weighting coefficients of information features, the determination of which is a rather
difficult task. Therefore, the issue of determining the weighting coefficients that characterise information features
remains an urgent task in the field of statistical radio engineering.

Objective. The purpose of the paper is to select and substantiate a simple and effective method for calculating
the weighting coefficients of information features for the implementation of the methodology for recognising
radio sources and objects.

Methods. Decision-making on the value of the weighting coefficients of information features of the
recognition objects belonging to a certain class is based on the results of calculations using one of the three
Fishburne formulae, which, in comparison with the known methods of expert assessments, are very simple and
understandable, do not require any additional research and complex calculations.

Results. The procedure is proposed and an example of using the Fishburne method (three formulae) in
calculating the value of the weighting coefficients of information features for recognising sources and objects of
radio monitoring is considered.

Conclusions. Comparison of the method of calculating the weighting coefficients using Fishburne's formulae
with other known methods of expert assessments shows that there is no need to interview experts and process
their analysis results; there are no restrictive implementation conditions; it is easy to take into account additional
information about the indicators, if necessary; no software implementation with a complex search algorithm is
required; it is easy to make any changes as additional information indicators.

Keywords: sources and objects of radio radiation; radio monitoring; recognition; information features;
weighting coefficients, expert assessments, Fishburne formulae.

Introduction.

It is known [1] that during the monitoring of
radio frequency sources (RFS) of
telecommunication networks and systems (TCNS)
and determination of their classification,
affiliation, operational (phase) state and hazard as
objects of observation, a number of statistical
problems are solved by a number of known
methods.

To describe any process or phenomenon, the
operation of a complex TCNS system or a single
object, a set of indicators (information signs IS)
characterising these processes or objects is usually
used. Over time and under the influence of various
objective and subjective factors, these indicators
may change, and according to a random law. That
is, it becomes difficult to answer the question of

whether a system or object is improving or
deteriorating. Therefore, the task of constructing
some generalised, reduced to an integral indicator
of TCNS recognition and determining their state as
objects of observation remains an urgent task.
When solving the problem of building an
integral indicator, several stages must be passed.
The first stage is the selection of the ISs included
in the integral indicator. It can be implemented
using many available partial ISs according to
known methods and techniques, depending on the
content of the main task. Thus, in monitoring
TCNS, the most effective is the well-known
signature-system method [2], which is based on
obtaining a posteriori data on the parameters of
radio emission signals (Xi, Xa,..., Xs,), cOMparing
them with a priori information on the parameters
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of input signals (yi, y2,..., ¥n,) and making a
decision on the belonging of the RFS to a
particular class of TCNS as an object of
observation. Here, the most commonly used
signal parameters are operating or carrier
frequency, duration and repetition period of
signals, frequency deviation and spectrum width,
type of modulation and polarisation, etc. It was
proved [3] that to obtain the maximum probability
of correct recognition of the sources and objects
of radio radiation (SORr), their number in a
separate signal signature should be m = (4 - 5)
units, and the rational number of signatures
should be no more than three: k = 3. That is, the
number of ISs in the overall signal signature
becomes N = m*k = 12 - 15, which ensures the
maximum probability of correct recognition of
TCNS and decision making.

The second step is to choose a generalising,
integral function, which can also be different, but
is most often additive or multiplicative. And the
third stage is to determine the importance of the
selected partial 10s, namely, the weighting
coefficients used in the integral functions. That is,
each IS has its own importance in the process of
recognition and decision-making and is assessed
by means of weighting coefficients (11, 12,..., ).
Therefore, the task of determining the quantitative
values of the weighting coefficients of
information features arises.

In [4,5], a methodology and algorithm for
recognising SORr using the functions of multivalued
logic (k-logic) are presented, which consist of the
following procedures:

development of information models and
detection of IS;

decomposition of information sources into static
and dynamic ones;

description and presentation of IS in the form of
output data;

calculation of assessment values for static and
dynamic features;

determining the weighting coefficients that
characterise the informativeness of these ISs;

combining the calculated values of static and
dynamic IS assessments;

determining the threshold value and making the
right decision.

Recognition and classification of SORr using
the algorithm proposed in [4,5] requires the
calculation of static and dynamic IE scores for each
class of recognition objects, combining the scores for
static and dynamic features into a total score, and
calculating the probabilities with which the
recognition object can be assigned to each of the
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reference classes. The recognition decision is made
based on the analysis of the obtained probabilities. At
the same time, the calculation of static and dynamic
IS scores in favour of the i-th class is carried out
using the formulae, taking into account the weighting
coefficients rstij and rdnij:
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where: r4r; and rg; are the weighting coefficients
characterising the informativeness of the j-th feature
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(xsf/ = Vstij )

assessment when it is taken into account in favour of
the i-th standard;
Xsj — the value of the obtained estimate of the j-th
static feature of the recognition object;
ysiij — the value of the j-th static feature of the i-th
reference;
ki — coefficient of similarity of the dynamics of
changes in the obtained assessment of the j-th
dynamic IS when compared with the corresponding
feature of the i-th reference.
To calculate the similarity coefficient ki between the
real and reference values, it is rational to apply the
least squares method, according to which [ 4 ]:
N S €)
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where m - the number of available measurements
for comparison;

x(t), y(t) - are, respectively, the real and
reference values of the IS that dynamically change at
time t.

However, the issue of determining the
weighting  coefficients  that characterise the
informativeness of the j-th IS assessment when it is
taken into account in favour of the i-th standard has
not been addressed by the authors. Therefore, the
purpose and main content of the article is to analyse
and select a method for determining the weighting
coefficients of the integral indicator of recognising
the state of objects under observation when
monitoring radio sources. The authors give their
preference to the method based on Fishburne's
formulae.

Main part.

One of the simplest and most common ways to
determine the weighting factors is through well-
known expert evaluation methods [6,7,8]: ranking
method; scoring method; numerical method;
hierarchy analysis method (HAM); modified
principal component analysis (PCA); randomised free
variables method (RFM); Fishburne formula method,
etc. It should be noted that these methods are well
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known and have both advantages and disadvantages.
Let us briefly and selectively consider their content.

Ranking method. (RM)A group of n experts,
specialists in the field under study, expresses their
opinion on the importance of m partial ISs. The most
important IS indicator is assigned a rank of m, the
next most important is (m - 1), and so on, with a
rank of 1 being the least important IS indicator. The
results of the expert survey are summarised in a table,
in the last line of which the sum of the ranks assigned
by the experts is recorded, and the weighting
coefficients are calculated. The advantage of the
method is its computational simplicity, while the
disadvantage is the need to interview experts,
determine their required number, qualifications,
experience, etc.

Scoring method (SM) Unlike the ranking
method, here experts assign scores from 0 to 10
depending on the importance of the IE indicator,
while it is allowed to assess the importance of the
indicator in fractions, and different indicators can be
assigned the same score. The weight of each indicator
scored by each expert is then determined and
weighting factors are calculated. The scoring method
is not much more complicated than the ranking
method, but it gives more freedom to the experts.

The hierarchy analysis method (BAM) consists
in constructing matrices of pairwise comparisons for
the indicators of the 10 included in different content
groups. If higher values of one variable mostly

correspond to higher values of the other, and the
same is true for lower values, i.e. the variables tend to
show similar behaviour, the covariance is positive.

The matrix of pairwise comparisons is square
and inversely symmetrical, with one on the main
diagonal. The values below the main diagonal are
formed by dividing the corresponding values above
the main diagonal and vice versa. Each indicator in a
row is compared to all indicators in the columns of
the matrix. The values of the matrix elements from 1
to 9 represent the nine degrees of importance of one
criterion compared to another, with five values being
the main values (1,3,5,7,9) and four (2,4,6,8) being
intermediate values.

The elements of the matrix ai; are assigned
values as follows:

1 - if the indicators are of equal importance;

3 - if the indicator in row i is slightly better than
the factor in column j;

5 - if the factor in row i is on average better than
the factor in column j;

7 - if the factor in row i is significantly better
than the factor in column j;

9 - if the factor in row i is completely dominated
by the factor in column j.

If the criterion under analysis is not more but
less important than the one with which it is
compared, then this ratio is also described by means
of nine degrees of comparison, but represented by the
inverse values:

1, 1/2, 1/3,..., 1/9.

If we compare the BAM with the previous
methods, it should be noted that here: there is no need
to collect and interview experts; it is not necessary to
know the specific values of the IE indicators;
weighting factors can be used in calculations for
different time intervals. However, it is necessary to
answer the question: how many times more important
is one IO indicator than another. And in order to
build a matrix of pairwise comparisons, it is
necessary to check its consistency, although there are
approaches to simplify this procedure.

The modified first principal component (MFC)
method is based on determining the integral indicator
y as a linear convolution of weighting coefficients
and unified values of partial indicators. The MFC
method is quite time-consuming. The linear
convolution condition to be checked depends on the
eigenvalues of the covariance matrix, which, in turn,
is determined by specific numerical values of the
indicators. Therefore, this condition may be violated
over time. In this case, the number of partial
indicators included in a particular aggregate
indicator, the number of aggregate indicators, and the
scheme for calculating the integral indicator SORr
must be determined anew each time.

The method of randomised summary indicators
(RSI) is based on the construction of a discrete model
of uncertainty in the assignment of weighting
coefficients, which assumes that each of these
coefficients is measured with an accuracy of a finite
step &~ = 1/n, which is determined by the natural
number 1. That is, the weighting coefficients can only

take discrete values. r; € r(n). Thus, a randomised
vector of weights induced by a random index is
created.

Assuming that there is some information on the
significance of each indicator, this information can be
presented in the form of [9]:

1. Systems of equations and inequalities R(m, n,
1)={rr>rs 1p=r1q ...} - such information is called
ordinal (ordinal) information.

2. Systems of inequalities that define the range
of change in weighting coefficients

R(m, n, 2) = { ai <r1i < b; } - this information is
called interval (imprecise) information.

3. Systems that combine ordinal and interval
information



R(m, n, 3) = R(m, n, 1) N R(m, n, 2) - such
information is called non-numerical (ordinal),
inaccurate (interval) and incomplete information.

Determining the weighting coefficients using
MFC has a good theoretical basis, does not require
the involvement of experts and knowledge of the
numerical values of the indicators. However,
determining the weighting vector requires a software
implementation of the method that searches through
the valid sets of weighting coefficients, which is a
rather complicated task. In addition, it is necessary to
establish the dependence of the discrete step on the
number of indicators under consideration.

The method of Fishburne's formulae [7, 8]
makes it possible to determine the weighting
coefficients if some information is known about the
indicators. First, they can be ordered in descending
order of importance: x| > x> > -+ > xm.In this case,
the weights form a descending arithmetic progression
and can be determined by the formula (Fishburne's
first formula):

For example, for m = 5, the following values
are obtained using formula (4):

H=—=0331r=—=0.27

15 15
r=—=021="2>=013
rs = —=0,07.

If you use a simple linear ordering, for example:
r=ri+rt. .+ rm
=13+ 14+, .4 ) Tme1 =T,
then in this case the weighting coefficients create
a descending geometric progression, and their
values are determined by the formula (the second
Fishburne formula):

om-—i

= oy (&)

For m =5, the following values of the
weighting coefficients are obtained using

formula (5):
n=1=052 1,=o=026
1 ===013; 7 =1=006;
5 === 0,03,

And finally, if the intervals of their possible values
(interval ordering relations) can be known with respect to
the weighting coefficients:

a; <1, <b;,

mpu ¥ilia; <1, Xl b =1,

then the so-called third Fishburne formula
applies:
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o =a; + M(bi —a;). (6)

I i(bi-a;

Suppose, for example, that for indicators
m = 5, the intervals of their possible values are
known and are as
follows a; <r; < b;:

Ar, € [0,4;0,6], Ar, €[0,3;0,5],

Ar, € [0,2;0,4], Ar, €[0,1;0,3],

Arg € [0,1;0,2].

Then the desired weighting coefficients
according to formula (6) will have the following
values:

=04, n=03; 13=02; r=0,1;

rs = 0,1.

As can be seen from the examples above, all
Fishburne formulae (4, 5, 6) are very simple and
straightforward, and do not require any additional
research or complex calculations.

Conclusions

If we compare the method of calculating
weighting factors using Fishburne's formulae with the
other methods discussed above, we can say that

- there is no need to conduct expert surveys and
process their results;

- there are no restrictive implementation
conditions;

- simple consideration of additional information
on indicators (ordinal, interval, etc.), if necessary;

- no software implementation with a complex
search algorithm is required;

- easy to make any changes as additional
information about the indicators.

The listed advantages of using Fishburne's
formulae make this method of determining weighting
coefficients for solving the problems of classifying
and recognising radio emission sources of
telecommunication systems and determining the state
of objects under observation the most attractive for
practice.
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Ioxa3nuku indopmaniiiHux o3HaK ISl PO3MI3HABAHHS CTAaHY [KepeJ Ta 00’€KTIB TeleKOMYyHiKaliliHUX

Mepex i cucrem

IIpodnemaTnka. Benuka OuUTbIIicTh Cy4aCHHX IPOLENYp PpO3II3HABAHHS JoKepedl 1 © 00’€KTiB
PamioBUITPOMIHIOBAHHSI 3aCHOBAHO Ha BUKOPHCTAHHI IOJOKCHb JIBOIYHOI 1 0OaraTo3Ha4yHOI JIOTIKH, SKi MaroTh
HU3BKY crenudiuaux ocodmuBocTeld. CyTHICTh MPOIECY, IO PO3TIIAAAETHCS, TOJIATAE B MOPIBHIHHI ampiopHUX
3HaHb) 1 ANOCTEPIOPHHUX JAaHMX, MO0 HAIXOMATH BiJ 3aCO0IB CIOCTEPESIKCHHS, Ta NPUAHATTS PIMICHHSA PO
po3mi3HaHHsA 00’€KTa PagiOBUIPOMIHIOBaHH:. ATIPIOpHI 3HAHHS 1 allOCTEPIOPHI JaHi (POPMYIOTHCS SIK 3a3/1AJIarkTh,
TaKk 1 B JUHAMIII TNPOIECY pPO3IMi3HABaHHS Ha MIATPYHTI HaOOpiB iH(MOpMAIitHUX O3HAK 200 iH(OpPMAIIHHUX
curHaryp. [Ipu mpomy, mpu moOymOBi IHTETPaJbHOTO MOKAa3HMKA BH3HAYCHHS HAICKHOCTI 1 CTaHy JDKEpen Ta
00’exTiB Tpeba 3HATH BaroBi KoedimieHTH iH(GOpMAIIHHUX O3HAK, BM3HAYCHHS SIKMX € JOCTaTHHO CKJIAJHOIO
3amavero. ToMy, TMTaHHS IIOJI0 BH3HAYEHHS BaroBHX KOE(IIIEHTIB, IO XapaKTepH3yIOTh iH(OPMAIiiiHi 03HAKH,
3aJIAIIAETHCS aKTYaTBHOIO 3a1a4ei0 B TaTy31 CTATHCTHIHOI paIiOTeXHIKH.

Meta pocaimkenns. Bubip i oOrpyHTYBaHHS IpOCTOro Ta €(EKTHBHOTO METOAa pPO3pPaxyHKY BaroBHX

KoeimieHTIiB  IHPOpPMAIIMHMX O3HAaK JUI  peaizarlii

PaiOBHIIPOMIHIOBAHHSI.

METOIWKH PO3Mi3HABaHHA JDKepel 1 00 eKTiB

Metonuka peadizanii. [IpuifHATTS pimeHHS NpPO BEMMYMHY BaroBHX KoedirieHTIB iH(oOpMamifHMX O3HAK
HAJIOKHOCT] 00’ €KTIiB pO3ITi3HABaHHS JI0 MEBHOTO KJIACY 3AIHCHIOETHCS 3a Pe3yIbTaTaMi O0YNCIIOBAHHSA 3a OJIHIET 3
Tprox hopmyn PimbepHa, sKi B MOPIBHAHHI 3 BITOMAMH METOJJaMH €KCIIEPTHHX OIIHOK Ty’ MPOCTi Ta 3p03yMili,
He BUMAraroTh XOJHHUX J0JaTKOBUX JOCTIDKEHbB 1 CKIIJHUX OOUHCIICHb.

Pe3yabTaTi gocaigxkeHHs. 3aponOHOBAHO MOPSIOK 1 PO3IITHYTO NMPUKNIAA BUKOpUCTaHHS MeTosa DimbepHa
(TppOX popMyIT) IIPH PO3pAaXyHKAX BEIMUHHH BarOBHX Koe(ilieHTIB iH(GOPMAiHHUX 03HAK PO3Mi3HABAHHSA JKEPE

11 00’€KTIB paliOMOHITOPUHTY.

BucHoBku. IlopiBHAHHA METOAy pPO3paxyHKy BaroBux koedimieHTiB 3a (opmynamu @imbepHa 3 IHIMMH
BiJOMUMHU METOJIaMH €KCIIEPTHUX OIIHOK CBITYMThH, IO TYT: HE MOTPIOHO MATH OMUTYBAHHS EKCIEPTiB Ta 0OPOOKY
X pe3ysbTaTiB aHai3y; BiACYTHI 0OMEKyBaIbHI YMOBH peali3allii; mpocTe BpaxyBaHHs J10AaTKOBOI iH(popMaLii mpo
MOKa3HUKU (OpAMHANBHOI, IHTEPBAIBHOI Ta iH), SKIIO BHHHUKAE Taka HEOOXiTHICTb; He MOTpiOHA MporpamHa
peamizaliis 31 CKIQAHUM aaTrOPUTMOM Iepedopy; JEerko BHOCUTH OyIb-siKi 3MiHHM SIK JOAATKOBI i1H(OpMAIiiHI

TIOKAa3HHUKHU.

Kntouosi cnosa: Oowcepena ma 06’ckmu  padiogunpomMIiHIOBAHHS, PAOIOMOHIMOPUHE, DO3NIZHABAHHS,
inghopmayitini o3naxu, eacosi koepiyicnmu, excnepmui oyinku, gopmynu PiubepHa.



