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DEVELOPING A COMPUTER VISION RE-IDENTIFICATION SYSTEM

'Maksym S. Ostapenko, 'Olena S. Shtogrina, 'Larysa S. Globa,
'Andrii A. Astrakhantsev, “Siemens Eduard
"nstitute of Telecommunication Systems

Igor Sikorsky Kyiv Polytechnic Institute, Kyiv, Ukraine
? Anhalt University of Applied Sciences, Germany

Background. The rapid growth of computational power of machines and amount of data caused exploding usage of
computer vision in a large variety of tasks and in particular for people recognition.

Objective. The aim of the paper is to propose a computer vision re-identification system based on research. Also
improvements for detection and recognition models of the system are made.

Methods. We used classical computer vision and deep learning techniques to create the system.

Results. The main contribution of the research is a description of the optimal system structure with a trade-of between
speed and quality. Furthermore, requirements for an environment are proposed, which allows to set up the system in the real

world with guaranteed quality.

Conclusions. Real-time computer vision re-identification system was developed and can be used in a production

environment which satisfy requirements.
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I. INTRODUCTION

Computer vision-based people re-identification systems
are technologies that can identify or verify a person from an
image or from a video stream. There are several main classes
of re-identification systems, in general, they are all based on a
comparison of selected features or generated vectors of face
descriptors with images or descriptors that are already in the
database. Also, re-identification systems are described as a
biometric application based on artificial intelligence, they can
uniquely identify a person by analyzing features based on
personal textures and face sizes.

Computer vision face re-identification system is often used
in access control systems and can be compared to other
biometric protocols such as fingerprint recognition and retinal
scanning. The recognition accuracy of the computer vision
system is less due to the more accessible possibility of
deception of the system and also the system is sensitive to
environmental conditions.

The paper has the next structure:

- In Section 2 problems are set up.

- In Section 3 are described requirements to the system
and the system will be presented.

- In Section 4 there is a discussion about key parts of
the system and their selection.

- In Section 5 are described improvements to detection
and recognition models.

- Finally, in the end, there is a conclusion about the
results and further work.

1I. PROBLEM DEFINITION

The problems that need to be solved with a proposed
computer vision re-identification system:

1. Requirements to an environment where the system
would be used.

2. Structure of the system.

Choosing optimal system parts in order to make a

real-time system.

4. Increasing robustness of detection and recognition
models.

(98]

I1I. PEOPLE RE-IDENTIFICATION SYSTEM BASED ON
COMPUTER VISION

Any computer vision-based system critically depends on
environmental conditions, hence for the first we are going to
concentrate on them then the system will be described.

A. Requirements for the system

Computer vision systems depend on environmental factors,
among which the main are camera position, background, and
light.

The quality of face recognition depends on camera position
and how static camera is. The camera should be placed in a
way that it will be possible to highlight the main characters of
the object on an output image. On top of that, image resolution
and bounding box of the object to the whole image is
important as well. Thus, it will be possible to highlight the
main face features. It is critical for recognition, as the main
goal of embedding models is providing difference for different
classes objects and dimensional similarity for objects within
the same class. For preventing small deviation of the object
and camera, face stabilization on the key points could be used.

The background of the environment can affect both
positively and negatively, so it must be taken into account and
if possible, to modify for maximizing efficiency. The negative
effect of background on the quality of detection is in
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increasing the number of false detections due to the high
heterogeneity of the background and a large number of
different textures. Reflecting surfaces should also be avoided
as they cause the target objects to be detected several times
and simultaneously. The positive impact of background on
detection and recognition occurs when the background is
homogeneous and has a high level of contrast to the possible
targets.

When considering the room lighting setting, the following
parameters must be considered:

1. The dimensional position of the light source. The
light source has to be installed to avoid lighting and
shadows on the target.

2. The intensity of light. It should be sufficient to show
all the details on the possible targets.

3. Scattering of light. Has to be evenly scattered
throughout the room.

Failure to take these factors into account will reduce the
amount of visible detail of the object and, as a result,
generated embedding would have the poor representational
capacity, which in turn reduces the quality of recognition.

With slight deviations from the desired illumination
values, digital image processing techniques are used to
improve the image quality and highlight the target. Often used
in the alignment of the histogram image to increase its
contrast, variation of Gaussian filters to suppress noise and
highlight the contours of objects. One of the most effective is
the bilateral filter.

The main requirement for the camera is to provide
sufficient resolution of the image, its contrast and frame rate
per second.

Computing resources should be selected depending on
what frame rate you can provide.

B. The system

The main idea behind a computer vision re-identification
system is to describe a unique person with a unique
embedding and make an identification decision by comparing
the embedding. In general, the system consists of the
following parts: detector, tracking model, object descriptor
retrieval model, data-based search model, and authorization
decision model. Fig. 1 shows the structure of the system.

Separate images from camera stream are fed to a detection
model. It detects faces in the input images and output consists
of the coordinates of the bounding boxes around the face.

Then, for each detected face, the trajectory of motion is
initialized by the tracking algorithm. Each image of each
trajectory is saved. If there are more than 5 frames (hyper
parameter) for a single face, then all trajectory images are then
fed to the model for obtaining unique face embedding.

The embedding generation model generates a unique 512
descriptor vector (hyper parameter) for each face image input.
Each of the embedding received is queried to find five close
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Fig.1. The structure of the proposed computer vision-based re-identification
system.

neighbors (hyper parameter) from the database. After that,
each input embedding is compared with the corresponding one
from the database as a result of these comparisons, for each
embedding the class to which it belongs. The initial prediction
of a class is obtained by selecting the class which is most often
found among the predictions for each input embedding if all
classes are different, then the trajectory is assigned to the class
closest to each of the input embedding, but if the distance is
less than the threshold then they are initialized, new class.

The system then calls the corresponding trajectory the
name of the resulting class for it, and continues to track the
object between frames, but no longer submits its image to the
face recognition model.

IV. CHOOSING ALGORITHMS FOR THE SYSTEM PARTS

A. Comparison of detection algorithms

YOLO [3] and SSD [4] detectors are similar in structure of
prediction blocks and differ only in the base network and the
number of prediction blocks. YOLO detector has a single
block for object detection, which provides speed but loses
quality when compared to SSD. SSD has several extra layers
to refine the detection of objects with different sizes, followed
by an aggregation block of all the predictions produces the
final predictions.

As a result of the proposed improvements to the SSD
detection algorithm (described below), we have obtained a
detector that is fast enough and has a sufficiently high quality
of detection that satisfies the optimality criteria, so it will be
used in the proposed system.

B. Comparison of tracking algorithms.

Comparison of tracking algorithms with MOTA (Multiple
object tracking accuracy) quality metrics is given in Table 2.

It is advisable to use a tracker based on correlation filters
in an environment with and in the absence of an object
detector. Also, based on correlation filters, the tracker is more
valuable relative to the computing resource than the 10U
tracker [S]. If the frame rate is low, the IOU between the
detection of one object in the adjacent frames becomes low
and the quality of the tracking is significantly reduced.
Because the object background is unchanged and the detector
selected is fast enough and has high detection quality, the
system will use an IOU tracker.

C. Comparison of face recognition algorithms

After the comparison, the ArcFace [8] model was chosen
as the architecture for the system. The rapid convergence of
the model optimizing the error function was taken into
consideration. The one does not require a complicated
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procedure of generating batches within one epoch of training
while using the ResNet50 [1] model achieves the highest
results on standardized datasets (Table 3). Improvements will
be made to increase the representativeness of the model.

D. Comparison of search algorithms

The naive k-nearest neighbor method is the most accurate,
its results are standard, but as the database grows it becomes
impossible to use because of the large amount of time spent
for computing the distances between the input embedding with
all embedding from a database. Hence, it was decided to take
an approximate k-nearest neighbor method. HNSW [9] was
chosen. The main advantages of the HNSW algorithm are
speed, a high approximation to the results of the k-nearest
neighbors method, and effective implementation in the nmslib
library.

E. Decision-making algorithm

Distance threshold comparisons between embedding will
be used to make authorization decisions in the system. As a
distance metric, the cosine distance between vectors will be
used, because the ArcFace error function operates with cosine
distance during training.

TABLE 1. COMPARISON OF DETECTION ALGORITHMS
Name FPS (frame mAP Dataset
per second)
YOLO 40 481 COCO test-dev
SSD 3 504 COCO test-dev
Improved COCO test-dev
SSD 15 54.1
TABLE II. COMPARISON OF TRACKING ALGORITHMS
Name FPS (frame MOTA Dataset
per second)
ToU Tracker 100 000 76.5 DETRAC
Background DETRAC
aware CF [6] 156 778

TABLE III. COMPARISON OF RECOGNITION ALGORITHMS
Name Accuracy Accuracy
(identification) (verification) Dataset
MEGA FACE
Center [7] 65.49 80.14 G ¢
ArcFace 81.72 96.98 MEGA FACE
Improved 34.16 9534 MEGA FACE
ArcFace
V. DESCRIPTION OF IMPROVEMENTS TO THE DETECTION
AND RECOGNITION MODELS

The key parts that most affect the quality of the re-
identification system are the detection model and recognition
models. The detection model depends on whether each
individual target is detected in the video stream for further
processing. The recognition model depends on the uniqueness
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of the representation of individual objects in the
multidimensional space of embedding, and further the ability
to distinguish between objects of separate classes. Therefore, it
was decided to improve and optimize existing detection
models and to obtain descriptors.

A. Description of improvements to SSD detection model

The YOLO and SSD detection models described here have
some important ideas for improving the quality of detection
and its speed.

The YOLO and SSD detectors are similar in structure to
the prediction blocks but differ in the base network and the
number of prediction blocks. The YOLO detector has one
extra layer to predict the position of objects in the image, thus
providing speed but losing quality compared to the SSD. The
SSD has several extra layers to improve detection of objects of
different sizes, followed by an extra layer followed by a block
that aggregates the prediction of all extra layers and produces
the final predictions. This complexity results in a lower
detection rate than YOLO.

The purpose of improving the SSD detection algorithm is
to improve the quality of its operation without much loss in
detection speed.

SSD and MobileNet:

Replacing the VGG16 network with the MobileNet [2]
network will reduce the number of network parameters and
increase the speed. Improved SSD uses the MobileNet
network as the base neural network. Predictive outputs that
relate to the base network join the eleventh layer and the
thirteenth are also added eight extra layers to the network after
the thirteenth layer. Prediction is made from each extra layer.

CBAM (Constitution block attention module) module for
increasing sensitivity to details:

To improve the quality of detection and reduce the number
of negative detections in each extra layer was added an
attention block - CBAM [10]. The CBAM module is used to
increase the representative power of convolution neural
networks. It does not require a lot of calculations, hence it can
be effectively used without much loss in terms of speed. The
channel attention module uses the inter-channel interaction of
features and tries to highlight more important ones with
greater weight. The channel attention module can be
considered a detector of important attributes; it concentrates
on what is important.

The spatial attention module takes into account the spatial
interaction of features. The spatial attention module focuses on
the position of the features.

The composition of the two modules of attention allows
distinguishing channel and spatial information from the input
data.

Training details:

Initially, an SSD detector with the MobileNet core network
was taken. It was pretrained on the WIDER Face training
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dataset [11]. After adding CBAM attention blocks, all layers
up to and including ten were frozen and did not participate in
training to optimize the loss function to avoid the problem of
over fitting. For training and testing, WIDER Face datasets
were used.

The training was performed over 35,000 iterations with the
batch size of 16. The initial training speed was set to 0.01 and
changed each iteration. The Adam [12] optimization algorithm
was taken for the model optimization, with the following
values of momentum and weight decay 0.9 and 0.0001,
respectively. Augmentation of the training dataset was used to
increase the number of training samples and reduce the
likelihood of over fitting. The following augmentation
techniques were used: random reflection, random scaling with
a scaling factor of 0.2 to 2, random rotation between -30 and
30 degrees and Gaussian noise.

Thus, by changing the base model from VGGI6 to
MobileNet, we get an increase in speed and accuracy due to
the greater representation power of the MobileNet network.
By adding the CBAM special attention module, we have
reduced the number of false detections. The results of the
training are shown in Table 1.

B. Description of the recognition model and its improvements

After review and analysis of face recognition models, it
was decided to use ArcFace based models as a face
recognition architecture. The disadvantage of training models
with the ArcFace loss function is the sensitivity to outliers in
the training data, so the training dataset must be validated.

The goal of the ArcFace error-based model modifications
is to increase the model's training speed, increase the model's
representative ability, and reduce sensitivity to data anomalies.

Description of the backbone network:

The SE-ResNet network will be used as the base neural
network to improve the representation power of network and
convergence speed of model training. Recent studies in the
field of CNN have shown that their representational capacity
can be enhanced by integrating specialized learning
mechanisms that help to pay attention to the features and
parameters of the network itself.

The authors of the article Squeeze-and-Excitation
Networks [13] propose a new unit to CNN - the Squeeze-and-
Excitation (SE) block, it performs the task of nonlinear
interaction between channels of one layer. The unit adaptively
calibrates the inter-channel interaction and their responses to
the input data, this unit models the interdependence of the
channels. As a result, the SE unit learns to focus on important
features while still compressing less important ones.

The block is common, and it performs different roles
depending on the layer of the neural network on which it is
located. In the early layers, the block draws attention to the
features of ignoring image classes, enhancing the low-level

representativity of the network. In the last SE layers, the
blocks become more dependent on the input classes: each
class has its own response. By installing SE blocks on all
layers, weighted features can be accumulated across the entire
network.

The advantage of SE block over similar blocks is the
simple ability to integrate into any network, reduce the
tendency to over fitting, increase the representative capacity of
the network and use a small number of computing resources
compared to the whole network.

Training details:

CASIA datasets [14], VGGFace2 [15], MegaFace [16] and
LFW [17] were used to train the network.

The SE-ResNet-50 network is used to obtain the
descriptors. The output vector size of the descriptors is 512.
The feature vector is obtained by passing the output data from
the last convolutional layer to the batch normalization layer
and then to the fully connected neuron layer and outputting the
final vector of the input descriptor output.

The scaling vector of the descriptors is used by the scaling
factor s, it is equal to 64, and the angular indentation
parameter of the ArcFace m error function is 0.5, as was
shown in the original article. The batch size was set to 64.

The initial training speed, as for the detector, was set to
0.01 and changed every iteration. The training process
continued for 150,000 iterations. For optimization, Adam was
taken with the following values of momentum and weight
decay 0.9 and 0.0005, respectively. Augmentation of the
training dataset was used to increase the training sample and
reduce the likelihood of over fitting. The following
augmentation techniques were used: random reflection,
random scaling with a scaling factor of 0.2 to 2, random
rotation between -30 and 30 degrees and Gaussian noise.

Thus, setting the base model SE-ResNet-50, we get a slight
drop in speed, but a significant improvement in quality due to
the greater representation power due to SE blocks. The results
of the training are shown in Table 3.

Conclusion

In the paper was proposed a new computer vision-based
re-identification system. In the research the next contributions
were made:

1. A thorough analysis and comparison of the
components of a computer vision system of people
re-identification: detection, tracking, recognition,
search, decision-making. As a result of the analysis,
the existing shortcomings of the algorithms were
identified and the possibilities of their improvement
to increase their quality of work.
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2. Improvements to detection and facial recognition
models have been done. For the detection model was
added MobileNet as base network and prediction
blocks ware combined with CBAM attention block.

3. Improved speed and quality of people re-
identification by developing a computer vision-based
re-identification system that allows execution in real-
time and with guaranteed quality. As a result, the
quality of detection was increased to 54.1 mAP and
identification accuracy of the recognition model ware
increased to 84.16%.

4. The system could be used for re-identification task in
environments where it is possible to satisfy the
environmental requirements, for example in offices or
at border.

Further research will include system testing with new state
of the art parts and in a real-world environment with
challenging conditions.
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Ocmanenko M.C., IlImocpina O.C., I'noéa JI.C., Acmpaxanyes A.A., Cimenc Edyapo
Po3pobka cucteMu KOMII’IOTEPHOI0 30py MOBTOPHOI ileHTH pikamii

IpobdaemaTuka. [1IBuakuii pO3BUTOK OOUMCIIOBAIBLHHUX MOTY)KHOCTEH OOYMCIIIOBAIBHUX MAIIMH 1 30UIBIICHHS KUIBKOCTI
JAHUX CTaJld TPUYHHAMH HaOyTTS MOMYJSIPHOCTI KOMIT FOTEPHOTO 30py 1 BEIHKOi KiIbKOCTI 3aBnaHb. OJHE 3 HHUX -

PO3Mi3HABAHHS JIFOICH.
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Meta nociaigxkenb. MeTow craTTi, HA OCHOBI JOCIIKCHb, € 3alpPONOHYBATH CHUCTEMY KOMII'IOTEPHOTO 30py. Takox
MOKPAIUTH ICHYFOUI MOJICII ICTEKIIIT Ta pO3ITi3HABAHHSI, SIKi BXOJSTh B CHCTEMY.

Metoauka peaiizanii. AJITOPUTMH KJIACHYHOTO KOMIT FOTEPHOTO 30py Ta TJIMOMHHOTO HaBYaHHS OyJIM BHKOPHUCTaHI JUIs
CTBOPEHHSI CHCTEMH.

Pe3yabTaT AoCHiXKeHb. [OJOBHUM BHECKOM JOCHIDKEHHS € OIUC ONTUMAJIBbHOI CTPYKTYpH CHCTEMH IIOBTOPHOL
inenTuGikarii, B TepMax MIBHJIKOCTI Ta SKOCTI. biibiie TOro, ornmucaHi BUMOTH JI0 CEPEIOBHUIIA, SIKE TI03BOJIUTH BUKOPHUCTOBYBATH
CHCTEMH B peaJbHUX yMOBaX i3 rapaHTOBAHOIO SKICTIO.

BucnoBku. CucreMa KOMII'IOTEPHOTO 30py MOBTOPHOI i/IeHTU]IKALli, sIKa € CUCTEMOIO peallbHOro 4yacy, Oyia po3polieHa.
Bona Moxe BUKOPHCTOBYBATUCH B PEAJIbHUX YMOBAX.

KirouoBi cjoBa: MammHHE HaBYAHHS; BiJICOCIIOCTEPEKEHHS; MOBTOPHA iAeHTHGIKaLis; KOMII'IOTEpPHHH 3ip; TNIMOMHHE
HaBYaHHS.

Ocmanenko M.C., Illmozpuna A.C., I'noéa JI.C., Acmpaxanyee A.A., Cumenc 30yapo
Pa3pa6orka cucTeMbl KOMIIBIOTEPHOTO 3pEHHUsI TOBTOPHOH WAEHTH(PHKAMH

IIpobaemaTuka. BricTpoe pa3BUTHE BBIYHCIUTEIBHBIX MOLIHOCTEH BBIYMCIUTEIBHBIX MALIMH U YBEJIWYEHUS KOJIMYECTBA
JAHHBIX CTAJIU IPpUIUHAMU HpI/IOGpCTCHI/Iﬂ TIOMYJIAPHOCTHU KOMIIBIOTCPHOTO 3PCHUS U 6OJ'II)LLIOFO KOJIM4YECTBaA 3aaa4. OZ[HO U3 HUX
- pacro3HaBaHUe JIOCH.

Ieab uccaenopanuii. Llenpio craThi, HA OCHOBE WCCIIEIOBAHUH, SIBISETCS MPEUIOKUATh CUCTEMY KOMITBIOTEPHOTO 3PEHHS.
Taxoke yITy4dIIUTh CYIIECTBYIOMINE MO JETEKIUH 1 PACTIO3HABAHUS, KOTOPBIE BXOST B CHCTEMY.

MeTtoauka peanu3anuu. AJTOPUTMBI KIIACCHYECKOTO KOMITBIOTEPHOTO 3pEHHS ¥ IITyOMHHOTO 00y9IeH s ObUIN HCIIOJIB30BaHbI
JUTSL CO3TIaHMSI CUCTEMBI.

Pe3yabTarbl HcciaeqoBaHuii. [TTaBHBIM BKJIQJIOM HMCCIICAOBAHUS SBISICTCS ONUCAHUE ONTHMAIBHON CTPYKTYPBI CHCTEMbI
MTOBTOPHOI MAEHTH(UKALNYU, B TEpMaxX CKOPOCTH M KadecTBa. bosiee TOro, onucaHsl TpeOOBaHUS K cpele, KOTOPOEe MO3BOJIUT
HCII0JIB30BAaTh CUCTEMBI B PCAJIBHBIX YCIOBUAX C TapAHTUPOBAHHBIM Ka4€CTBOM.

BriBoabl. CrcTeMa KOMITBIOTEPHOTO 3pSHHUS] TOBTOPHOW MACHTU(HKAIINHI, KOTOpask SIBISIETCS CUCTEMON PealbHOTO BPEMEHH,
ObL1a paspadorana. OHa MOXKET HUCIIOIB30BATHCS B PEATBHBIX yCIOBHSIX.

KiioueBble cioBa: MmammHHOEe OOydYeHHE; BHJICOHAOIIOJNCHUS; MOBTOPHAsS HMICHTH(HKAIMS; KOMIIBIOTEPHOE 3pEHHE;
riIyOMHHOE 00y4eHHUS.





