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Background. Based on analytical mathematical models, the duration of connectivity of mobile subscribers (nodes) (MS) of
a wireless episodic network (WEN, consisting of MS and UAV) was investigated in conditions of direct radio visibility and
considering the relaying.

Objective. The purpose of the work is to find methodological approaches to ensure the connectivity of WSN nodes, which
is a necessary condition for obtaining information from WSN in the absence of communication infrastructure.

Methods. Simulation modelling based on MAPLE 14 software package and analytical calculation methods are used.

Results. It is shown that the duration of connectivity is directly proportional to the size of the coverage area and inversely
proportional to the movement speed of nodes. The mobility nature (scenario) of nodes also affects the duration of connectivity.
The simulation of the nodes' movement was carried out under 4 scenarios: "march", "incoherent", "random wandering in the
field" and "random wandering in the city". The largest values of the connectivity duration correspond to the third scenario, and
the smallest - to the second (with a fixed radius of the coverage area and the movement speed of nodes). Thus, the average
connectivity duration of the UAV-pedestrian connection in the event of an "incoherent" will be about 36 minutes, and the
UAV-car connection - about 5 minutes.

Conclusions. The system and functional parameters of the networks, which were obtained as a result of the research, will
form the basis of the initial data and limitations of the mathematical model, and will also make it possible to determine the

initial placement of the UAV network at the planning stage.

Keywords: wireless episodic network, unmanned aerial vehicle, connectivity of nodes.

Introduction

The connectivity of a pair of nodes is determined
by the characteristics of different levels of OSI
information interaction, such as radio range, channel
bandwidth, information transmission delay, etc. This
research offers the calculation of these characteristics
and their analysis depending on the system
parameters of the network.

It is proposed to assess the connectivity of a pair
of nodes according to the following program
(methodology):

1. Assessment of geometric connectivity (in the
narrow sense), which is limited by the maximum
range of radio visibility at the physical level (with a
given signal/noise ratio at the receiver) and the
vulnerability interval of a given multiple access
protocol at the channel level.

2. Assessment of information connectivity (in a
broad sense) that considers the availability of not
only a physical connection of a given reliability but
also the availability of a free channel resource (a
given channel bandwidth), a given amount of
transmission delay at a given traffic limit value.

3. Assessment of the connectivity duration
considering the mobility of network nodes.

The result of this research will be the system and
functional parameters of the network, which will
form the basis of the initial data and limitations of the
mathematical model, and will also make it possible to
determine the initial placement of the UAV network
at the planning stage.

Calculation and analysis of characteristics of
the wireless episodic network

1. Assessment of radio visibility range of a
"node-node" pair

A wireless episodic network of data transmission
typically operates within the direct radio visibility of
nodes.

When working on the flat surface of the Earth, the
radius of the zone of direct (geometric) visibility (R,
km) is determined by the heights of the placement of
the transmitting (H, m) and receiving (%, m) antenna:
R = 3,57(WKH + vVKh), where K — correction factor
that considers the refraction of radio waves.

Fig. 1 shows the radii of direct visibility at K=1
(a) and K=4/3 (b).

As seen from the graphs, the typical value of the
geometric visibility of a pair of subscribers
(pedestrians) located on flat terrain can ideally be 7-
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10 km. While the range of direct visibility between a
pedestrian and a UAV reaches more than 130 km.

In addition, the communication range is
determined by the energy of the radio line, in which
the signal-to-noise ratio at the reception point is not
less than a specified value to ensure a given bit error
probability (BER) at a given type of modulation
(corresponding transmission rate). Let's consider this
in more detail.
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Fig. 1 - Range of direct visibility considering the height of
the suspension of antennas with different correction
factors: a) - K=1, b) - K=4/3

To calculate the range of radio communication,
we will use the formula for calculating losses in free
space:

FSL = 32,45 + 20(lg F + 1g D) (1)

where FSL (Free Space Loss) — losses in free
space, dB; F' — central frequency at which the system
operates, MHz; D — distance between receiver and
transmitter, km.

On the other hand, FSL is determined by the total
gain of the system Y (dB):

Y =P + G+ G — Prpin — Le — Ly (2)

where P; - transmitter power, dBmW; G; - gain
coefficient of the transmitting antenna, dBi; G, - gain
coefficient of the receiving antenna, dBi; Prpin -
sensitivity of the receiver at the specified
transmission speed, dBmW; L;- losses in the
antenna-feeder path (AFP) of the transmitter, dB; L, -
losses in the AFP of the receiver, dB.

Then FSL can be defined as follows:

FSL=Y —SOM 3)

where SOM (System Operating Margin) — radio
line energy reserve (dB), which considers possible
negative factors that affect the communication range.

Usually SOM is taken equal to 10-15 dB [1-9].

Thus, the communication range will be
determined by the following formula:

Pt+Gt+Gr—Pymin—Lt—Lr—SOM-33

D = 10 20 R (4

Considering the characteristics of typical wireless
access points of the 802.11a,b,g standard [5-9] and
setting G, = G, = 0 dBi, L, =L, =0 dB, SOM = 10
dB, F = 2437 MHz, we obtain from (4) the value of
the maximum range of stable radio communication
depending from the energy parameters of the radio
line (Table 1).

Table 1. Dependence of the maximum range of stable
radio communication on the energy parameters of the radio
line for typical 802.11a,b,g wireless access equipment.

. Receiver Data Maximum
Transmitter P :
sensitivity transfer range of radio
power P,, c
dBmW Pins speed V, communication
dBmW Mbps D, km
16 -66 54 0,037
16 -71 48 0,065
16 -76 36 0,116
16 -80 24 0,183
16 -83 18 0,259
16 -85 12 0,326
16 -86 9 0,366
16 -87 6 0,410
16 -94 1 0,918

From Table 1, we can see that the maximum range
of stable radio communication at the minimum speed
(1 Mbps) does not exceed 1000 m.

The real relief of the earth's surface and the
presence  of  buildings, trees, high-voltage
transmission lines and etc. can further limit
communication range. There are many empirical
models that allow predicting the average transmission
loss in the conditions of a modern city.
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According to the Hata model [5-9], the average
transmission loss can be expressed by the following
formula:

L =69,55+26151gF —13,821g H —
—a(h) + (44,9 — 6,55 lg H) Ig D (5)

where in the conditions of a big city a(h) =
3,2(lg 11,75k)%h — 4,97.

Hence, the maximum range of radio
communication will be equal to:

D =104, (6)

Y—69,55—26,151g F+13,82 lg H+3,2(lg 11,75h)2h—4,97
44,9-6,551g H
Substituting the following initial data in (6):
H=h=1lm, F=2437MHz, Y=100dBmW, we get
D"=0,630 km. In other words, in city conditions, the
typical range of "node-to-node" radio communication
in episodic networks does not exceed 500-600 m.

2. Assessment of the bandwidth of WEN
channels

where =

The main characteristics that determine the
effectiveness of the multiple access protocol to the
common channel resource are [5-9]: average
transmission speed, average transmission delay and
the traffic limit value at which the limit of sustainable
network operation is reached (sustainability limit).
These parameters are determined as a function of
system parameters, among which the main ones are
traffic intensity, transmission speed, packet length,
geometric dimensions of the network, or their
generalized vulnerability interval.

To analyse the above characteristics and
determine their potentially possible values, we will
use analytical models built using the elements of
recovery and assumption theory that the number of
subscribers is infinitely large, each of which
generates packets at an infinitely low speed. The
latter is actually an assumption about the Poisson
nature of the process of receiving packets for
transmission over the radio channel. At the same
time, the intensity of the arrival of packets is
measured by the number of packets per transmission
time 7 and is denoted by the letter G. The average
transmission speed S is also measured by the number
of packets per time 7, but which are transmitted
conflict-free. It is also assumed that all packets have
the same length L. These models operate with the
average values of time segments of the state of the
radio channel. We will also assume that the service
packets (receipts) confirming the successful reception

of the data packet have a standardized length and are
transmitted over a separate channel without conflict.

By the intensity G of incoming packets for
transmission, which was indicated earlier, we will
understand the total intensity, which includes both
the incoming stream of primary packets Z; and the
stream of retransmitted packets Z,. The stream Z; of
each node is formed by both its own packets and
those that need to be retransmitted from other nodes
(defined according to the given gravity matrix /), and
the flow Z, is determined by the procedural
characteristics of the MA protocol and the values of
its system parameters, namely the time interval
before retransmission. In practice, for stable
operation of the network, the current traffic intensity
should not exceed 0,8g, where g — the stability
threshold determined by the MA protocol type [2-4].

In practice, the protocol of random carrier-sense
multiple access (CSMA) is usually used for MSs
interaction at the channel level. For our case, we will
choose a flexible CSMA strategy, then according to
[5-9] the average transmission speed can be
determined by the following formula:

G -exp(—%c)

G2 rexp(-Y6) M
where x — maximum distance between the repeater
and the subscriber (that is, between MS), m; ¢ —
speed of signal propagation, m/s; L — packet length,
bit; V' — transmission speed, bps, and substituting.
Substituting the following output data: V=11
Mbps, ¢=3%x108 m/s, L=1000 bps into expression (7),
we will have the following graphs illustrating the
dependence of S at the MS-MS channel level (Fig. 2).
Analysing the graphs in Fig. 2 (a), we can see that
the average transmission speed  decreases
monotonically as the maximum distance between
nodes x increases. This is due to the fact that when x
increases, the vulnerability zone a increases, which
causes an increase in the number of collisions during
the organization of MA. Also, according to Fig. 2 (b),
an increase in x leads to a decrease in the stability
threshold g and the range of stable operation of the
MA protocol. Thus, at x=300m (¢ = 0,011) g is
approximately 9 (S;qx = 0,81), at x= 500m (¢ =
0,0183) - g = 6,8 (Sax = 0,76) and at x= 1000m (a
= 0,0366) - g = 4,6 (Spax = 0,67). According to
Fig. 2 (c), the problem of increasing bandwidth at a
given x (or, equivalently, increasing the maximum
distance between MS x at a given S) can be solved by
increasing the packet length L, but at the same time,
the probability of the packet damage by interference
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and the time of packet delivery in the network are
increased.
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Fig. 2 - Graphs illustrating the dependence of the
bandwidth of the MS-MS channel on: a) - the distance
between nodes at different values of traffic intensity, b) -
the traffic intensity at different values of distance between
nodes, c) - the packet length at different values of distance
between nodes (at G=40)

Therefore, the choice of the maximum distance
between nodes (radius of MS radio coverage) x is
determined by the minimum permissible value of the
bandwidth of the MA protocol at the given }V and L.

Organization of access to the channel resource of
the UAV network is possible in several ways:

1. Organization of an n-frequency mono channel
to which all subscribers are connected. In [5, 8], a 2-
frequency mono channel is considered in detail. This
method allows each of the packets transmitted by the
subscriber to be relayed through a network of
repeaters in all cells of the network. However, to
avoid self-excitation of the chain of repeaters, each of
them, after transmitting a packet, must have a period
of insensitivity equal to 2a+/, which significantly
increases the transmission delay of each packet.

2. Because of the adaptive procedures of packet
reservation and conflict resolution, it is possible to
ensure the bandwidth of MA S not lower than 0,9 at
a=0,01 in a fairly wide range of traffic G [5, §].
Moreover, these procedures, in contrast to the usual
CSMA, will allow quickly adapting to changes in

27

incoming traffic caused by the mobility of MS and
UAV.

Therefore, using, for example, the adaptive
random MA protocol with redundancy (APR), the
value of the average transmission speed in the MS-
UAYV and UAV-UAV channels can be determined as
follows:

GN exp(—aG)
1+G((N+b+a+%%)exp(—aG)+b+2a—

- 1—exp(—aG)) (8)
G
where N — block size of redundant packet; G —
intensity of the arrival of blocks from N packets, b —
duration of the reservation packet sent by the
subscriber and the transmission permission packet
sent in response by the repeater; » — duration of time
from the arrival of the last conflicting packet.
Substituting the following output data: J=11
Mbps, ¢=3x108 m/s, L=1000 bit into expression (8),
we will have the following graphs illustrating the
dependence S of MS-UAV and UAV-UAV channels

(Fig. 3).
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Fig. 3. Graphs illustrating the dependence of the
bandwidth of the UAV-UAV (UAV-MS) channel on: a) -
the distance between nodes at different values of the size
of the redundancy block (at G=20), b) - the distance
between nodes at different values of traffic intensity (at
G=10), c) - the traffic intensity at different values of
distance between nodes (at N=10), d) - the traffic intensity
at different values of the size of the redundancy block (at
x=5000 m), e) - the packet length at different values of
distance between nodes (at N=10, G=20)

Analysing Fig. 3 (a), we can see that the
application of block (N=10, N=20) redundancy
makes it possible to significantly expand the
maximum distance between UAV and MS (UAV and
UAV) at a given bandwidth, in contrast to the usual
flexible CSMA protocol (N= 1). Also, according to
Fig. 3 (b, c, d, e), it can be seen that the APR protocol
allows significantly expanding the range of possible
traffic intensity and increase the stability of the UAV
network when the input load changes.

Therefore, the analysis of the dependence of the
bandwidth of MS-MS and UAV-UAV (MS-UAV)
channels on system parameters allows determining
the network connectivity at the channel level and
estimate the maximum communication range at a
given channel bandwidth. So, at a given level S, for
example, 0.5, the maximum distance between MS
should be no more than 500m with a packet traffic
intensity of no more than 38, the maximum MS-UAV
distance should be no more than 5000m with a traffic
intensity of packet blocks (N=10) no more than 17,
and the maximum UAV-UAV distance must be no
more than 10,000m with a traffic intensity of packet
blocks (N=30) no more than 10. Having determined
the maximum vulnerability intervals in this way, it is
possible to determine the necessary energy needed to
implement a given MA protocol

However, the obtained above values of the
communication range of the "node-node" pair do not
make it possible to evaluate the geometry of the
entire  network (communication range with
retransmission), which is determined by the amount
of packet delay from end to end at the network level
for a given type of traffic. The next subsection is
devoted to the research of this issue.

3. Assessment of packet transmission delay in
WEN channels

The organization of information interaction at the
network level between any pair of network
subscribers requires the availability of a data
transmission route of a given quality (QoS). The
quality criterion or route metric (for example, at

transmitting voice traffic) can be the number of
retransmissions or the amount of delay of the packet
transmission from end to end through a network of
intermediate relay nodes. In general, this amount will
have the following form: D =T,ack + Toes +
Toropa + Tproc + Thup, Where Thur — packetization
time (packet formation at the sending node), which
depends on the traffic type (the packet formation
algorithm, for example, for voice - by the codec
type); Tues — average channel access delay time (for a
random MA), which depends on the traffic intensity
and channel capacity; T.,p« — sSignal propagation time
in the transmission medium (does not depend on the
traffic type); Tpoc — packet processing time in
intermediate network nodes (depends on the traffic
type); Thy — delay time in the buffer of intermediate
network nodes (depends on the traffic type, queuing
discipline, prioritization of the traffic (service-level
agreement)). For an IP packet with an average length
of 576 bits and a coding rate of 64 kbps, the
packetization time will be 9ms, which can be
neglected for a rough estimate of the transmission
delay. The packet processing time in intermediate
network nodes will also be considered insignificant.
Also, let's assume that uniform traffic is transmitted
in the network, the FIFO discipline ("first in, first
out") is applied at intermediate nodes, whereby the
packet at the node is processed immediately without
sending it to the queue, that is, the delay time in the
buffer can be neglected.

Then the average packet transmission delay time
on the MS-MS link will have the following
simplified form:

Dl=(§—1)(x+(1+a)P,)+1+a 9)

where P; — probability of a free state of the radio
channel; X — average delay time before
retransmission, normalized on T (X > 7).

. _ 1 XV
Assuming that P; = 2 enp(—ac)y a=-——
and and taking into account (7), we have:
6(14222Y 14Y .
_ xf;g) X+ —— | + 1+ 27(10)
exp(—ﬁc) G(1+2?)+exp(—ﬁﬁ') cL

In turn, the average packet transmission delay
time on the UAV-UAYV link (MS-UAV) will have the
following form:

Dz=%<(%—1)(X+(b+a+r)P,)+N+a> (11)
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exp(zat) probability of successful
1+GB 1

transmission of a block of packets; P; = i

probability of a free state of the radio channel.

Substituting the following output data: V=11
Mbps, ¢=3x108 m/s, L=1000 bit, b=0,1, X=2 into
expressions (10), (11), we will have the following
graphs illustrating the dependence of the average
transmission delay of one MS-MS link (at x=500 m)
and one UAV-MS link (UAV-UAV) (at x=3000 m,
N=10,20,30) on traffic intensity (Fig. 4).

where P =

Fig. 4. Graphs illustrating the dependence of the average
transmission delay of one MS-MS link (at x=1000 m) and
one UAV-UAV (UAV-MYS) link (at x=5000 m,
N=5,10,15) on traffic intensity

Analysing Fig. 4, we can see that when the traffic
intensity is less than 30, the network link using UAV
has a shorter delay time than the MS-MS link,
whereby the limit value of the traffic intensity is
greater, the larger the size of the packets' block in the
ARP protocol. It should also be noted that with the
same transmission delay, the UAV link has a six-fold
gain in a distance. Therefore, in order to minimize
the delay when transmitting information over long
distances, it is more appropriate to transmit
information through the UAV network and over short
distances - through the MS network. Then, there is a
practical interest in determining the limiting number
of retransmissions through the MS, at which it is
necessary to switch to the UAV network, about what
speech will go further.

If we consider that the route of information
transmission consists of M links, then the total delay
of the "end-to-end" packet for the MS network and
the UAV network will be, respectively:

D, =D, -M,D,=D,-M (12)

Suppose that the average load of one MS-MS link
is G;/=20, and the load of one UAV-UAV link —
G,=50, then the dependence of the transmission delay
on the number of route links will have the following
form (Fig. 5).
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Fig. 5. Graphs illustrating the dependence of average end-
to-end packet transmission delay through MS network (1)
and through UAV network (2) with indication of QoS
levels (ITU-T Y.1541)

Analysing Fig. 5, we can see that at twice the
load, the transmission delay on one UAV link is three
times greater than the transmission delay on one MS
link. Therefore, if the number of links in the MS
network route is more than 3, it is more appropriate
to transmit information through the UAV network,
otherwise through the MS network. Also, the
obtained graph allows estimating the maximum
distance of "end-to-end" information transmission
(geometry of the entire network) with retransmission
through intermediate nodes. It is limited by the
requirements for the amount of transmission delay
for a particular type of traffic. In Fig. 7, horizontal
lines show the QoS quality levels for IP networks
according to ITU-T Y.1541.

Of course, the obtained data are purely
hypothetical, since as the number of retransmissions
in the route increases, the channel bandwidth
decreases significantly due to the high probability of
packet loss.

4. Calculation of the connectivity duration
taking into account the mobility of
subscribers

WEN subscribers cannot constantly be in the
radio visibility zone of each other and the UAV
coverage zone due to their mobility. So, there is a
practical interest in calculating the connectivity
duration between them, during which they can
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exchange information (build a route and transmit
some amount of information).

WEN provide any (by direction and speed)
movement of nodes. In practice, if we are talking
about "pedestrian-pedestrian” mobile
communication, the direction of movement in the city
changes following its development plan (most often
turns at 90), and the speed does not exceed 2 m/s.
Cars, considering the restricted speeds in the city,
move at a maximum speed of up to 16 m/s.

4.1. Calculation for the case of direct radio
visibility between nodes

Consider the movement of node B with respect to
node 4, located initially at a distance d from it, with
speed v at an angle ¢ (Fig. 6, a). Let us assume that
the connectivity duration (?) is the period of time
until node B is at point B’, which is limited by the
radius of radio visibility R. Then, using the
trigonometry apparatus, we will get:

_ d cos ¢p++/R?—d? sin? ¢ (13)

v

t

For the initial data d = 100m, v; = 2 m/s, v> = 15
m/s and ¢ = 90°, we obtain the results shown in Fig.
6, b. According to these data, it follows that the
duration of MS-MS communication (R = 500 m) can
be no more than 2-3 minutes for pedestrians and no
more than 0.5 minutes for cars, and in the case of
UAV-MS (R = 2500 m) will be approximately 20-25
minutes for pedestrians and about 6-7 minutes for
cars. Therefore, the effectiveness of the use of UAVs
is obvious. By controlling the UAV position in space,
it is possible to achieve even greater values of the
duration of subscriber connectivity.
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Fig. 6. The model a) and the calculation results of
connectivity duration b)

4.2. Calculation in case of retransmission
through an intermediate node

Consider a model in which node 4 can
communicate with node C only by relaying a signal
through node B. Node C is outside the radio visibility
of node 4, while C is in the visibility zone of B. For
simplification, we will consider that the radio
visibility radius R is the same for all nodes.

Node A4 builds a route to C for communication,
and some time 7 is spent on this. Since B and C move
relative to each other (and relative to 4 with speeds v
and w, respectively) (Fig. 7, a) and, for example,
diverge, then there is a relative probability that
during the time ¢ of establishing a route from 4 to C,
the repeater B and end node C will diverge so much
that the transmission of messages from 4 to C will be
impossible. Let's calculate this time.

We will assume that the connectivity duration (z)
is the period of time until the node C is out of sight of
the repeater, i.e. at the point C'. Then, using the
formulas of geometry and kinematics of the material
point, we get:

_ JAB2+ACZ-2AB-AC-cos(a+B+Y)
Vx*

t (14)

where v* - relative speed of nodes B and C, the value
of which is determined by the directions and values
of the vectors ¥ and w.

By setting the distance between nodes 4B=200m
and AC=600m, we will obtain the dependence of the
connectivity duration with one retransmission on the
relative speed of the nodes for different values of the
angles between the nodes (Fig. 7, b).

a=60°, B=60°, y=120°

a=120, B=120°, y=150°

a) b)

Fig. 7. The model (a) and the calculation results of
connectivity duration with one retransmission (b)

Analysing Fig. 7, we can see that the values of the
connectivity duration with one retransmission lie
within the same limits as in the previous case
(without retransmission) and are determined by the
placement of nodes and the direction and value of
their movement speed.

Now consider the behaviour of a WEN fragment
of 4 nodes. In the initial state, nodes (B, C, D) are
within radio visibility of node A (Fig. 8§, a).
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Information can be exchanged with them. But due to
mobility (the vectors of movement of the nodes are
shown relative to A4), the network topology changes,
and after some time, node B leaves the visibility zone
of A. Communication with it for node 4 is interrupted
for some time (Fig. 8, b). This continues until B is
within radio visibility zone of node C, which in turn
will act as a repeater for node 4. Note that during this
period of time nodes can change direction and speed
of movement.

a) b)
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Fig. 8. Ensuring connectivity when moving nodes

Now the communication between A4 and B is
carried out through repeater C in two hops (Fig. 8, ¢).
A situation is possible when node C can no longer
serve as a repeater (for example, the battery is
discharged). In this case, the routing algorithm,
adapting to the new conditions, creates another route
- through repeater D (Fig. 8, d). In this case, we can
talk about the possibility of communication between
nodes 4 and B through D.

If we display the above-mentioned sequence of
events on the diagram (Fig. 9), we will clearly see a
disturbance of connectivity between nodes 4 and B at
intervals i-j Ta k-/.
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Fig. 9. Connectivity intervals

When transmitting long messages, this can lead to
information loss (without taking special measures).
Such measures can be:

1. Splitting messages into packets and sending
packets only after confirmation of connectivity and a
forecast to support it within the time of sending one
packet. To guarantee transmission, the sending node
must have (or provide for) the possibility of
"expanding" the coverage area due to increasing the
transmitter power or changing the antenna radiation
pattern [2-5], that is, node A "does not let go" of B
during the transmission of at least one packet.

2.Providing for the availability of "reserve routes"
that are automatically included (soft hand-off) when
the main one is interrupted.

3.Using of architectural or algorithmic changes,
including those that violate the principle of a peer-to-
peer network, that is, the use of a UAV network as
additional aerial repeater-node.

5. Modelling the movement of network nodes

Using the mathematical model discussed in
subsection 4.1, we will simulate the movement of
nodes under different scenarios and compare the
duration of connectivity between WEN nodes under
different mobility scenarios. The following mobility
scenarios are offered to simulate the movement of
nodes:

1) "same directions" or "march" (¢ = const,v =
const). According to this scenario, all nodes within
the radio visibility zone R move in a straight line and
parallel to each other in the same direction with the
same speed, as shown in Fig. 10, a.

2) "random directions" or '"incoherent" (¢ =
const,v = const). According to this scenario, all
nodes within the radio visibility zone R move in a
straight line in different random directions with the
same speed, as shown in Fig. 10, b.

3) "random wandering in the field" (¢ = var,
L = const,v = const). According to this scenario,
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all nodes within the radio visibility zone R move at
the same speed along a broken trajectory, randomly
changing their direction through each constant step,
as shown in Fig. 10, c.

4) '"random wandering in the city" (¢ =
var(0°9,90°,180°,270°), L = const,v = const).
According to this scenario, all nodes within the radio
visibility zone R move at the same speed along
perpendicular straight lines (streets) and randomly
change their direction at each intersection through
each constant step | << R, as shown in Fig. 10, d.

c) d)

Fig. 10. Movement trajectories of WEN nodes depending
on the mobility scenario: a) - "march", b) - "incoherent”, c)
- "random wandering in the field", d) - "random wandering

in the city"

The coordinates of all nodes are set randomly
within the radio visibility zone R of a given fixed
node (for example, UAV). The number of nodes for
each coverage zone radius is proportional to its area,
that is, R.. Let's calculate the average time that a node
reaches the limit of the radio visibility zone,
depending on its radius at different speeds and
movement scenarios. The simulation was performed
in the MAPLE 14 software environment. The
simulation results are shown in Fig. 11, a, b.
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Fig. 11. Dependence of the average time for a MS to reach
the limit of the coverage area on its radius at different
speeds and movement scenarios: 1 — "march" (a), 2 —
"incoherent” (a), 3 — "random wandering in the field" (b),
4 - "random wandering in the city" (b)

Analysing Fig. 11 (a, b), we can see that the
duration of connectivity (?) is directly proportional to
the size of the coverage area (R) and inversely
proportional to the speed of node movement (v). The
type (scenario) of node mobility also affects the
duration of connectivity. The largest values of the
duration of connectivity (with the same R and v)
correspond to the scenario "random wandering in the
field" (curve 3), the second largest "random
wandering in the city" (curve 4), the third largest -
"march" (curve 1), the smallest - the "incoherent"
scenario (curve 2). Thus, in the case of a UAV
(R=5000m), the average duration of connection with
pedestrians (v=2m/s) will be 20000, 14000, 2463,
2130 seconds, respectively, with cars (v=15m/s) —
2686, 1900, 327, 286 seconds. Knowing these data, it
is possible to determine the frequency of working out
anew UAYV position.
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Conclusions

The maximum communication range (of the VHF
range) is limited by the curvature of the earth's
surface and the heights of the suspension of the
transmitting and receiving antenna. So, considering
refraction, the maximum length of the MS-MS radio
line can be 7-10 km, and the UAV-MS - more than
130 km with a UAV barrage height of more than 1
km. In addition, the maximum range of radio
communication is limited by the energy of the radio
line, at which the signal-to-noise ratio at the
reception point is not less than a specified value to
ensure a given bit error rate (BER) at a given type of
modulation (corresponding transmission rate). Thus,
when using typical 802.11a/b/g equipment, the
maximum length of the MS-MS radio line does not
exceed 1000 m (at a transmission speed of 1 Mbps),
and with the real topography of the area - no more
than 630 m (for a large city).

The maximum range of  "node-node"
communication is also determined by the
effectiveness of the multiple access protocol to the
shared channel resource. When the length of the
radio line increases, the number of collisions, during
the organization of MA, increases, and therefore the
bandwidth decreases, and the transmission delay
increases. Therefore, the maximum communication
range can be determined by the limit value of
bandwidth at a given transmission speed, data packet
size and traffic intensity. Thus, at S=0.5, the
maximum length of the MS-MS radio line should be
no more than 500 m (for CSMA), UAV-MS - no
more than 5000 m (for APR, N=10) and UAV-UAV -
no more than 10000 m (for APR, N=30).

For transmitting information at greater distances
than the range of a direct connection, it is essential to
use the retransmission (switching) mechanism of
packets through intermediate nodes. The maximum
communication range in this case is determined by
the specified end-to-end transmission delay to ensure
the required QoS. Thus, for real-time applications
(VolP, video conferencing, etc.), the number of UAV
network retransmissions should not exceed 6, and for
applications not critical to delay (short transactions,
data arrays, streaming video, etc.) may be several
dozen at a given traffic intensity. It is also shown that
with twice the traffic intensity, the average UAV-
UAV link transmission delay is three times higher
than the MS-MS link average transmission delay.
Therefore, if the number of links in the route of the
MS network is more than 3, it is more appropriate to
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transmit information through the UAV network if
there is coverage of the last.

Based on analytical mathematical models, the
connectivity duration of WEN mobile nodes (MS and
UAV) in direct radio visibility conditions and
considering retransmission was investigated. It is
shown that the duration of connectivity is directly
proportional to the size of the coverage zone and
inversely proportional to the movement speed of
nodes. The nature (scenario) of node mobility also
affects the duration of connectivity. The simulation
of the nodes' movement was carried out under 4
scenarios: "march", "incoherent", "random wandering
in the field" and "random wandering in the city". The
largest values of the connectivity duration correspond
to the third scenario, and the smallest - to the second
(with a fixed radius of the coverage area and the
movement speed of nodes). Thus, the average
connectivity duration of the UAV-pedestrian
connection in the event of an "incoherent" will be
about 36 minutes, and the UAV-car connection -
about 5 minutes.

The obtained results can be used for further
research on the problems of operational positioning
of sensors.
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IIporpama oninku 3B’sI3HOCTi BY3.1iB 0€3MPOBOIOBUX €Mi30IHYHUX Mepesk Mpu yMoBi 3actocyBanns BIIJIA

IMpobaemaTuka. Ha ocHOBI aHANITHYHIX MaTEMaTHYHAX MOJENECH OyJIO DOCTIKEHO TPUBATICTH 3B SI3HOCTI MOOITHHUX
aboneHTiB (By3miB) (MA) 6e3mpoBomoBoi emizomnanoi mepexi (BEM, mo ckimamaetses i3 MA Tta BITJIA) B ymoBax mpsiMoi
pajio BUANMOCTI Ta 3 ypaxyBaHHSAM PETPAHCIIALII.

Merta pociixeHHsi. MeToro poOOTH € MOIIYK METOJONOTIYHAX IMiAXOIIB 10 3a0e3nedeHHs 3B 13H0CTi By31iB BCM, o €
HEeoOXiTHOI0 YMOBOIO oTpuMaHHs iH(popMarii Big BCM B yMoBax BiICyTHOCTI KOMYyHIKamiitHOT iHPPACTPYKTYpH.

Metonuka peasizamii. MeToa ONepaTHBHOTO OOYMCICHHS KOOPIMHAT MPOMDKHHX ITYHKTIB MapuipyTy mnepeadadae
BCTAHOBJICHHSI KBa3IMOOUIBHOTO PEKUMY PYXY CEHCOPIB Ta MOCIiIOBHE BUKOPHCTAHHS aITOPUTMIB PO3B'I3aHHS HaBIraI{iiHO1
3aj1aui, 3a/1a4yl KJjactepu3alii Ta 3aqadi MOIIYKYy TpaekTopii oONbOTy MyHKTIB 300py iH(popmalii 3 kiactepiB MOOLIBHUX
CEHCOPIB, M0 chopMyBaInCs HAa MOMEHT MOYaTKy 300py iH(popmartii.

Pesyabratn pocaimkenusi. [lokasaHo, 110 TpUBANICTH 3B’SI3HOCTI MPSMO IPOMOpILiifHA PO3MIpY 30HH TMOKPUTTS Ta
00CpHEHO MpOIOpIiifHa MBHUAKOCTI TEPEMIlIEHHs BY31TiB. Ha BeMWYMHY TPUBAJOCTI 3B’S3HOCTI TaKOX BIUIMBAE XapaKTep
(cuienapiif) moOimpHOCTI By3MiB. Byno BHKOHAHO MOJCTIOBAHHS IICPEMIIIEHHS BY3MiB 3a 4-Ma CIICHAPIAME: «Mapi,
«PI3HOOII», «BUMAIKOBY OyKaHHS B TONI» Ta «BHMAJKOBE OTyKaHHS B MicTi». HalOimbmIi 3HAYEHHS TPUBAJIOCTI 3B SI3HOCTI
BIIMOBITAIOTh TPETHOMY CIICHApif0, a HaWMEHMI — Ipyromy (mpu (iKCOBaHOMY pajiyci 30HH MOKPHUTTA Ta IIBHIKOCTI
nepemimenHs By3miB). Tak cepemHs TpuBaiicTh 3B sA3HOCTI 3’emHaHHA «BIUIA-mimoxiz» Ha BHIAJOK «Pi3HOOOIO»
CTaHOBHTHME MOPAAKY 36 xBwinH, a 3’ eqHaHHs «bBIIJIA-aBTOMOOITE» OPAAKY 5 XBUIHH. .

BucnoBku. OTpumani B pe3ysbTaTi AOCHIUKEHHS CHCTEMHI Ta (YHKI[IOHAIBHI TapaMeTpud MEpeX JDKYTh B OCHOBY
BUXIJIHUX JIaHUX 1 OOMEXKEeHb MaTeMaTH4YHOI MOJIeNi, a TaKoX JaJyTh 3MOTY Ha €Talli IUIAaHyBaHHS BM3HAYUTU MOYATKOBE
poamitenHs Mepexi BITJTA.

Knrouogi cnosa: be3opomosa enizoouuna mepedica;, Oe3niiomHull IimaibHUll anapam, 368 S3HIiCmb 8y3is.



