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Background. To date, there is no customer service system that does not involve information and computer systems. One of
the most important issues in ensuring the reliability and reliability of such systems is the task of dynamic scaling and providing
the required amount of computing resources at any time. This study was focused on the planning and deployment of computing
infrastructure that is able to respond to significantly increased volumes of request flows, changes in the dynamics of load
intensity, strict requirements for the quality of their service, etc.

Objective. The purpose of the paper is to create a concept of virtual computing space to meet the needs of distributed
customer service system, which takes into account the peculiarities of service, the computing node load nature, service quality
requirements, and provides energy efficient. Developed models, methods will control the performance of distributed
computing infrastructure and flow maintenance processes, reduce downtime of computing resources and provide services to
end users at a given level of quality.

Methods. Analysis of the operation of the node load assessment mechanism, which consists in a dynamic change in the
intensity of control of the state of function nodes, showed the effectiveness of planning for a group of computing nodes..

Results. The proposed approach to managing a heterogeneous computation environment to improve the efficiency of the
service maintenance process in new generation systems is a unified solution for highly loaded distributed systems. The
developed concept made it possible to avoid a decrease in the quality of service during surges of congestion and to maintain
the indicators of the quality of service at a given level, provided that the resource utilization ratio is kept within the given limits

Conclusions. In summary, a mathematical model of the problem of determining the maximum allowable load volume
with a QoS level guarantee for a service node in a heterogeneous telecommunications environment was proposed.
Keywords: information and communication network, dynamic resource allocation, ontology, model; computer system

infrastructure; analysis; resources management; QoS.

Introduction

A system that is represented by autonomous PCs
connected using middleware is called a distributed
system [1], [2]. It helps share resources and
infrastructure to provide customers with a single,
integrated system. A distributed system has some key
features, such as sharing resources as well as software
from other systems connected to the network, in other
words, the components in the system are synchronous
[3]. In the distributed model, the fault tolerance is much
higher than in other network models, so the
performance/price ratio is much better [4]. In a
distributed system, the key goals are transparency,
reliability, performance and scalability, as well as
ensuring QOS.

Transparency is a model for presenting structure
without hiding details from the user. The reliability of a

distributed system consists in high masking of errors,
security and consistency [5]. Productivity is measured
by the ability to deliver the expected result. Distributed
systems should be scalable in terms of topography [6].
When using a public network, fault tolerance is one of
the main problems in a distributed model when it is
built on unreliable basic resources [7]. Without proper
protocols or policies, resource coordination and sharing
is a major challenge in a distributed environment([8].
When using cloud computing, software is
provided to users as an Internet service. The user has
access to his own data, but cannot control and should
not choose the infrastructure, operating system and
software with which he works. The underlying
hardware is regularly updated in huge data centers that
use sophisticated virtualization techniques to provide
high levels of scalability, availability, and flexibility
[9]. However, the distribution of cloud resources has
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become the subject of research, which has led to
significant development of algorithms and methods.
Vitally important concepts for continuing the execution
of ready-made programs through the structure are the
allocation of resources for calculations [10].

A fundamental system for taking advantage of
spatio-temporal repetition in remote channels is
dynamic resource allocation by handing over valuable
resources such as range and power to expand or limit
relevant measures of system performance[ll]. In
conventional static resource allocation procedures,
subchannels are transmitted in a predetermined manner;
that is, each client is assigned fixed frequency bands
regardless of channel status.

The goal of the research was to create a concept
of a virtual computing space to meet the needs of a
distributed customer service system that takes into
account the specifics of service, the nature of the load
on computing nodes, requirements for the quality of
service and ensures energy efficiency.

Implementation of the main ideas of the study.

In modern systems for processing extremely
large data flows, the problem of -creating an
environment for their processing is being deformed.
There is an evolution from traditional processing on
own resources with limited technical capabilities to the
use of cloud technologies. In the study, this idea was
developed, appropriate models and methods were
proposed, which allow calculating a sufficient number
of resources, which are necessary for the maintenance
of extremely large flows, taking into account the
peculiarities of the structure of computing resources.

The idea of organizing a heterogeneous
computing environment was embodied in the
development of a wunified system for managing
communication and computing resources of a
heterogeneous environment, which made it possible to
optimize the maintenance of extremely large
heterogeneous arrays of information resources in
accordance with the requirements described in the
ontological data model.

The hypothesis regarding the efficiency of
distribution of the load for the maintenance of
information resources between the company's own
resources and leased cloud resources was confirmed. It
was found that when planning the use of computing
resources, the enterprise becomes 30% more efficient,
due to the avoidance of downtime and overloading,
with the timely involvement of leased resources, which
allows for an even distribution of the load. Also, the
proposed computer environment management system
allows you to ensure the required level of protection,

fault tolerance and reliability of flow maintenance in
the customer service systems.

New methods have been developed

1. A method has been developed for determining
the location and volume of reserved computing
resources for functions that are services and serve the
flow of requests. The method takes into account the
state of computing and network resources, requirements
for service quality, network heterogeneity, and unlike
the existing ones due to the dynamic provision of
resources, it allows reducing the amount of used
resources.

2. A mathematical model of the problem of
determining the maximum allowable volume of load
with a guarantee of the QoS level for a service node in a
heterogeneous telecommunication environment is
proposed, which takes into account the ergodic
distribution of the number of requests, the limit delay,
minimizes the loss of requests in the system due to a
lack of computing service resources, and allows you to
calculate the upper limit of the allowable load when
planning the intensity of inbound traffic for service at a
node.

3. A management model of the virtualization
infrastructure of electronic information resources
service resources is proposed, which takes into account
the peculiarities of the location of service data centers,
of the flows of hybrid telecommunication services that
enter data centers for service, which allows for flexible
management of the information and
telecommunications system organized with using cloud
computing.

An analysis of communication and computing
resources required for work in the customer service
systems was carried out. Possibilities of attracting cloud
computing resources and the management system of a
hybrid information and communication environment
were investigated to ensure indicators of the quality of
service of the system as a whole and of end users in
particular.

Main part
A set of architectural solutions will be developed
to organize the infrastructure of a computer system that
meets the requirements for quality of service based on
an intelligent platform.

Main idea of the infrastructure organization is to
perform a dynamic allocation of resources each server
will need to use three components:

A monitoring module that measures the load and
performance of each function (such as the intensity of
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receipt of requests, the average response time, etc.);

1) A forecasting module that uses measurements
from the monitoring module to assess the load
characteristics in the near future;

2) A resource allocation module that uses these
estimates of load to determine the amount of resources
that should be allocated by function s. Fig. 1 shows
these three components.

'
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| service time Admission Expected service time '
i process load
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Distributor '

Volumes of resources

Fig. 1 Dynamic resource allocation system

Using traditional methods of monitoring the state
of computation resources, excessive service information
increases significantly, which can negatively affect the
overall performance of the processing due to the
capacity of the function nodes. Therefore, it is proposed
to apply a mechanism, the essence of which is to
dynamically change the intensity of the function nodes
state control, depending on the difference between the
predicted value of load and the actual. This equation
describes the principle of changing the frequency of
monitoring:

-1 max(0; A obs (J) — )"pred )]
W() = Ipaee —K '25:17}1 h Thase

where W — the control interval, Iy, — the base value of
the interval, K — the normalization constant, A.xs(?) — the
real intensity of the load flow during the interval ¢,
Aprea(t) - provided intensity of the load receipt at the
interval 7.

Fig. 2 shows the adaptation of the frequency of the
network element status control to the rejection of the
real load from the predicted on the network element.
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Fig. 2 - Dynamic change of the adaptation frequency (a)
Load of the node; (b) Change the intensity of adaptation in
accordance with the deviation of the actual load from the
expected

The resource allocation module is called
periodically (each window of adaptation or when
threshold is reached) to dynamically divide the resource
volume between different function s that work on
common servers on the network. As already mentioned,
the algorithm of adaptation is started every W time
units. Let ¢’ is the length of the queue at the beginning
of the adaptation window; /; is an estimate of the rate of
receipt of applications, and z; denotes an assessment of
the intensity of service in the next window of adaptation
(that is, the next W timelines). Then assuming that the
values A; and u; are constant, the queue length at any
time t within the next adaptation window is given by
equation:

Qi () = max(0:q”i + (A ~ )0

As the resource is modeled as a Functions server,
the intensity of the function request service is u; = Ci/s;,
where C; is the number of resources of the function and
s; is the average service time of the request by one
resource unit. The average length of a queue in the
window of adaptation is determined by eqpp}ion:

I w
q; :WIO Qi(t)dt'

The average response time 7; at the same time
interval is estimated by equation:

_ q; +1
Hi

T

1

>

Parameters of such a model depend on its current
characteristics, so this model is applicable in the online
scenario for responding to dynamic changes in the load.

The function s need to allocate the number of
resources, so that 7:<d;, then the amount of resources
allocated by the function C; must satisfy the condition
of equation:
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A modified load factor predictor based on the
method uses past load monitoring to predict peak
demand that will occur over time W.

Assume that A,.q(?) - the predicted intensity of
receipt during a certain interval ¢z, that is obtained from
the analysis of historical data for the past days. Let
Aprea(t) 1s the real intensity of the flow during this
interval. The predicted value for the next interval is
corrected using the observed error in accordance with
equation :

t—1 Aobs (1) — ;\'pred(j)

}‘«(t) = Xpred(j) + j=t—h h

3. Recommendations for its use in customer
service information systems will also be developed. We
propose the procedure for ensuring the quality of
service provided.

The principle of dynamic quality control is as
follows: the value of the delay in maintaining the
application for connection (disconnect, recovery) is
compared with the quality of service of the subscriber.
If the metric does not match, then the metrics of quality
in virtual nodes and virtual local area networks are
compared with the limit values of the corresponding
policies stored in the PCRF subsystem. This principle
analyzes the following quantitative indicators of the
effective operation of the system, such as: the time
delay of the service flow request in the virtual node and
the probability of loss of queries in the service node.
Service node - a virtual machine that performs
functions of managing the network node.

After determining the cause of the problem with
the performance indicators, appropriate measures are
taken. If there is a problem in the time of transmission
between service nodes, then it is recommended to
reconfigure the system, namely to change the location
of wvirtual nodes in the physical nodes of the
heterogeneous structure of the data center. If the
problem is detected in a single service node, then it is
recommended to increase the number of service
resources. If there is a decline in service quality
indicators in a group of related interface nodes, for
example, which form the computation network, then it
is recommended to limit the flow of applications sent to
service the corresponding node. For this purpose it is
recommended to calculate the intensity of the load on
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the group of nodes. Algorithm of pt6gedure of
indications on Fig. 3.

The proposed approach to managing a
heterogeneous computation environment to improve the
efficiency of the service maintenance process in new
generation systems is a unified solution for highly
loaded distributed systems. The developed concept
made it possible to avoid a decrease in the quality of
service during surges of congestion and to maintain the
indicators of the quality of service at a given level,
provided that the resource utilization ratio is kept within
the given limits.
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stream group of
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Reconfiguration of the
virtual nodes location on
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the power of the
service node

END e |

Fig. 3. Procedure for guaranteeing the preset quality of
service

Most modern solutions offer a static resource
allocation scheme. Where the redistribution of
resources does not occur during the operation of a
virtual computing network. There are a limited number
of decentralized and dynamic solutions. And the
approaches that offer solutions for the dynamic
embedding of a virtual network allocate a fixed amount
of resources for virtual nodes and channels for the
entire period of existence. As the nature of the load
changes over time, this can lead to inefficient use of
shared computing and network resources, especially if
the physical network rejects requests to embed new
virtual network functions, while reserving resources for
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virtual network functions that are under low load
conditions.

In summary, the difference between the approach
proposed in this study and the one mentioned above is
that the resources reserved for use by virtual functions
do not remain constant throughout the lifetime of the
virtual network. Virtual nodes are monitored and based
on their actual resource needs, resources are reallocated,
in which case unused resources are returned to the
physical network for use by other virtual networks.

Simulation

A number of simulation models were presented that
implemented the models and methods used in the
concept on the basis of which the estimation of the
quality of service of the tasks was calculated in
accordance with the proposed concept. Service quality
assessment was performed on a set of statistical data
that was received from the company of the
communication operator. The evaluation process
proceeded as follows, used modeling the set of kernel
nodes of the communication operator in the GPSS
system.

Input data of the simulation model:

dt=0,1 ms — interval for time sampling;

Tsimu=864000 intervals — total simulation time (discrete);

Nzi — the number of requests that came in the system for

time i-th simulation,
i=1,100;
{28. when using additional resources
M= ;
14, else

Vj = {Vgyj, Vzj} —available resources of the node j.

For each simulation, the statistics of servicing quality
indicators for each j-th node, as well as the system as a
whole, were recorded:

4/ — average delay time at node j (j = 1, M), during the i-

th simulation
i =1,100;

z# — number of lost queries in node j (j = 1, M), during
the i-th simulation
i =1,100;

ti,, — the average delay time in the system during the i-th
simulation i = 1,100;

zk, — the number of lost queries in the system during the
i-th simulation
i =1,100.

Also, the monitoring system keep statistic data on the
number of resources in each small interval of time:

i _(p1 k Twvop
Ry;' = {Ri} .. R, .. R}

resource R1 in node j (j = 1, M), during the i-th simulation
i=1,100;

Ry;' = {R};, .. Rk}, .. Ry;*"} - — monitoring of resource
R2 innode j (j = 1, M), during the i-th simulation i = 1,100.

To assess the performance of hybrid services, the
calculation of the likelihood of violating the
requirements of standards and specifications regarding
the service time and the probability of timely service of
the service was performed, the corresponding formulas
for calculating probabilities were given in Table 1. The
simulation results are summarized in Table 2.

In the work of the communication operator, an
important indicator of the functioning of the system as a
whole is the utilization rate of resources. The practice
of the telecommunication company has shown that the
resource utilization rate should vary from 30% to 80%.
Since, if the resource utilization rate exceeds 80%, start
unforeseen crashes , if the resource utilization rate is
less than 30%, then not used efectively hardware and
arises surplus of their maintenance costs are recorded.
Therefore, in the simulation process, the probability that
the system resources are used less than a given
threshold value a, as well as the probability that the
system resources are used more than a given threshold
value b

— a set data monitoring of

szi - sz_ai = {R§j|R§j <a*Vpyjik = 1rT51mul}
IRz o' = A" (20)
Ryj' 2 Ryjp' = {RY;IRE; > b+ Vigjik = 1, Ty}

|Ryj'| = BY (1)
Table 1. Quality scores and appropriate quality
scores
Quality Threshold | Score | Values of evaluation
score value
td' delay Ptj =0.8 plj pll =1- (2112(1) kU)/100
time ms vj
= 1 ti>P,
=1,M ki}. = { j tj
0 else
Pran=8 Piau | Pran =1~ (T2} Kiau)/100
ms Kigu = {1 tau > Prant
0 else
P - | P,;=0,98 P2j p2j = 1— (Z12 Ki;)/100
probability vj K;, =
of =TM |(; MFEsp.
i i
successful Ny “
i 0 else
service
Prau=0.98 | Paau | Paan =1~ (Ti2} Kiq)/100
Nﬁ — Zan
K _ )1 i Pran
izall = Ny
0 else
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a- a=0,3 Py | Psg,, =TI TL) /100 of successful servicing of the service in the node and

resource vj st the system as a whole were kept within the limits of
utilization — | 1 d ired licht i

rate HTE =1,M acceptable values an. acquired a slight improvement.

b=0,8 Par,, | Pyp. = (X20-E /100 However, the utilization rate of resources for servicing

vj ! st according to the proposed models and methods is kept

=TM within the specified limits with an average probability

of 32%.

Table 2 shows that such indicators of quality of
service as the average delay in servicing the service at
the node and in the system as a whole, the probability
Table 2. Simulation results

Standar Management based on . Management based on a proposed
d Standard service
. a proposed method method
service
Average delay in servicing the ) o
. Assessment of timely service in the node
service at the node - )/M)
(6 _ 21_13? tji/100) P1 = (Lj=1P1j
Max; 9
Min; 1 1 0,8 0,805
Average 3,8 4.4
Average service servicing delay
over the system Assessment of timely service (P2=P1a11)
(Lqu = Xitey'/100)
Max 80 90
Min 20 23 0,82 0,84
Average 55 62
Probability of successful
servicing in the node Estimation of the probability of successful service in the
L_gt = (YM .
(Z_] — Zi NE]:ViZJ/loo) node (p3 (2]=1p2])/M)
>
Man 1 1
Min; 0,96 0.99 0,95 0.99
Average 0,98 0.999
Probablht.y of successful service Estimation of the probability of successful service in the
in the system system (ps = Paay)
(Zgu = X.i Zqy'/100) Y ¢ e
Max; 1 1
Min; 0,95 0.99 0,94 0.99
Average 0,975 0.999
Probability of using the resource R1 and R2 with a
Resource utilization rate HTE o | coefficient of utilization of computing resources less than
a given threshold value (Psp Y 1P sz)
Max;Ry,)/
(Maxify)) 0.95 0.9 04 i 0,35 0,15 i 0,25
Vroj
Min®) Probability of using the resource R1 i R2 with the
(MinjRy ) 0.15 0.25. coefficient of computing resources more than a given
Vizj threshold value (P,z. , Par..)
1 2)
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Max;R,,)/
(MaxjRy,) 1 0.85 02 i 0,5 0,05 i 0,1
Vr2j
o Estimation of the coefficient of utilization of computing
(MinjR,))/ 0.1 02 resources used within the norm
VRZj =1 2?]:1 WgP3Rgj Z_Zq:1 WgPaRgj
Ps 5 5
Average 0.4 0.2 | 0.75
Conclusion that such indicators of service quality as the average

In this paper, a method was presented for
determining the place and amount of reserved
computing resources for functions that are services
and serve the flow of requests. The method takes into
account the state of computing and network
resources, quality of service requirements, network
heterogeneity, and unlike the existing ones due to the
dynamic provision of resources, it allows reducing
the amount of resources used. A mathematical model
of the problem of determining the maximum
allowable load volume with a QoS level guarantee
for a service mnode in a heterogeneous
telecommunications environment was proposed. A
model for managing the infrastructure of
virtualization of resources for servicing electronic
information resources is also proposed, taking into
account the peculiarities of the location of service
data processing centers, as well as the of the flows of
hybrid telecommunications services entering data
centers. The basic idea behind organizing the
infrastructure is to dynamically allocate the resources
that each server must use to make use of the three
components.

The HTE management technology is
proposed, where the maintenance of hybrid
telecommunication services is carried out using
software in many cloud data centers, the technology
made it possible to avoid a decrease in the quality of
service during surges of congestion and to maintain
the indicators of the quality of service at a given
level, provided that the resource utilization ratio is
kept within the given limits.

In the work of a communication operator, an
important indicator of the functioning of the system
as a whole is the resource utilization ratio. The
practice of the telecommunications company showed
that the resource utilization ratio should range from
30% to 80%. As a result of the work, it can be seen

service delay in the node and in the system as a
whole, the probability of successful service in the
node and in the system as a whole were kept within
acceptable values and slightly improved. However,
the ratio of resource utilization during maintenance
according to the proposed models and methods is
kept within the given limits with an average
probability of 32% higher.
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Ckynuw M.A., Xoce Jlyic Ilacmpana bpinkonec, Ilapxomenko /1.0.
Po3po6ka konuenuii mporpamHoro 3a0e3ledyeHHs] YNPAaBJiHHA OOYMCIIOBAIBLHUMH pecypcaMH B CHCTeMax
00cIyroByBaHHS KIIIEHTIB

IIpoéemaTnka. Ha croropHimHiii JeHb HE ICHye XOJHOI CHCTEMH OOCIYrOBYBaHHS KII€HTIB, ska O He BKIIOYaia
iHdopmariitHo-o6uncoBaNbHI cucteMd. OJIHUM i3 HaWBaXIUBIIIMX TUTaHb 3a0€3MEUCHHS HATIHHOCTI TaKHX CHCTEM €
3aBJaHHS JHHAMIYHOTO MAcIITa0yBaHHS Ta 3a0€3MEYEHHS HEOOXITHOTO 00CATY OOYMCITIOBANBHUX PECYpCiB y OyIb-sKHi
MOMEHT 4Yacy. /laHe JociifkeHHsS Oyiio 30Cepe/DKeHO Ha IUIaHyBaHHI Ta PO3TOPTaHHI OOYHCIIOBAJIBHOI iH(pPACTPyKTYpH,
3[aTHOI pearyBaTH Ha 3HA4HO 30UIbIIEHI OOCSTH MOTOKIB 3alUTIB, 3MiHM JWHAMIKH IHTEHCHBHOCTI HaBaHTa)KEHHS, KOPCTKI
BHMOTH JIO SIKOCTi IX 0OCIIyTOBYBaHHS TOIIIO.

Meta nocaimkenb. CTBOPEHHS KOHIEIII] BIPTYyaJbHOTO OOYHCIIOBAJIEHOTO MPOCTOPY JUIA 3aJOBOJICHHSA HOTpeO
PO3MOIEHOT CHCTEMH 00CIyrOBYBAaHHS CIOXKUBAiB, SIKa BPaXOBYE OCOOIMBOCTI OOCIyrOBYBaHH:, XapakTep HaBaHTAXKEHHS
Ha OOYMCIIOBAJBHI BY3JIM, BUMOTH 10 SKOCTi OOCIyroByBaHHS Ta 3a0e3nedye eHeproe(ekTHBHICTb. Po3pobieHi moxeni,
METOJIM JIO3BOJIITH KOHTPOJIFOBATH IPOJYKTHBHICTE PO3MOAUICHOI OOYHCITIOBAIBHOI 1H(QPACTPYKTypH Ta IPOLECH
00CIyroByBaHHs MOTOKIB, CKOPOYYBaTH 4Yac IIPOCTOI OOYMCIIOBAIBHUX PECYPCiB 1 HagaBaTH IOCIYrH KiHIEBUM
KOpHUCTyBauaM Ha 3aJJaHOMY PiBHi SKOCTI.

Mertoauka peanizauii. Axaniz poOOTH MeXaHi3My OLUHKM HABaHTAXEHHS By3Ja, SIKMH IoJsArae B JUHAMIuHIN 3MiHI
IHTEHCHBHOCTI KOHTPOJIIIO CTaHy (DYHKIIIOHAIBHUX BY3IIiB, MOKa3aB €PEKTUBHICTh IJIAHYBAHHS JJIsl TPYITH OOYHMCIIOBAIBHUX
BY3JIIB.

Pe3yabTaTn J0CTiKeHb. 3aNPONOHOBAHUH IIIXIX J0 YHPABIIHHSA TeTEPOrCHHUM OOYHMCIIFOBAIBHUM CEPEIOBHINEM IS
IiIBUILICHHS €(DEKTHUBHOCTI Mpoliecy 00CIyroByBaHHs CEPBICIB y CHCTEMaX HOBOT'O TIOKOIHHS € YHI(IKOBAHUM pillICHHSM JUIs
BHCOKOHABAHTAXXCHUX  PO3MOJUICHNX CHUCTeM. Po3poOneHa KOHIEMIS J03BOJMJIA YHUKHYTH 3HIDKCHHS — SIKOCTI
00CITyroBYBaHHS IIiJ1 4ac CIUIECKIB 3aTOPIB Ta MiTPUMYBATH MTOKA3HUKHU SKOCTI 0OCIyTrOBYBaHHS Ha 33[aHOMY DiBHI 32 YMOBH
30epekeHHs KoedillieHTa BUKOPUCTAHHS PECYPCIB Y 3aJaHUX MEXKax.

BucHOBKH. Y TiACYMKy 3alpONOHOBAHO MaTEeMaTHYHY MOJENb 33jadl BU3HAYCHHS MAKCHMAJbHO JONMYCTHMOTO O0CSTY
HaBaHTAXEHHs 13 3abesneueHHsAM piBHA QoS s By3na 0O0CIyroByBaHHS B HEOJHOPIAHOMY TEJICKOMYHIKAI[IHHOMY
CEepEIOBHIII.

Kntouosi cnosa: ingopmayitino-komyHikayitina Mmepesica, OUHAMIYHUL  PO3NOOIL  Pecypcis;
iHpacmpykmypa Komn 10mepHoi cucmemu, ananis; ynpagninua pecypcamu, Qos.

OHMOO2IA; Moaeflb,'
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