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Background. To date, the effectiveness of the use of virtualization technologies for the deployment of the
organization's infrastructure of any complexity is beyond doubt. First of all, it is a gain due to the rapid deployment of
the necessary infocommunication services, flexible scaling of the system without replacing the hardware server
platform, which was purchased earlier and has a sufficient "estimated" resource. These approaches are commonly used
by modern telecom operators to build their telecommunications networks or to expand the range of new services. In
turn, the rapid development of virtualization technologies such as hypervisor-based technology for mutual isolation of
virtual machines and container virtualization based on Docker, requires further research on the effectiveness of their
use.

Objective. The aim of the article is to determine the effectiveness of container virtualization and virtual machines.

Methods. Creating a segment of the IP telephony network for testing the load of IP PBX (PBX) Asterisk on a
virtual machine and container with test calls.

Results. The share of CPU usage when using Elastix [P-based PBX based on a virtual machine is higher by an
average of 5% of the container. Instead, the use of RAM is very different. In the case of virtual machines, it is several
tens of times larger, which will obviously affect the operation of the system as a whole.

Conclusions. The study showed that the use of IP PBX (PBX) Asterisk on a virtual machine compared to the
container takes up more virtual server resources, but when loaded with simultaneous calls is less stable.

Keywords: virtual  machine; container; IP  telephony; container virtualization;  virtualization.
INTRODUCTION the ability to use video, call encryption and call
. center functions, as well as all the main functions of
To date, the effectiveness of the wuse of

virtualization technologies for the deployment of the
organization's infrastructure of any complexity, no
one doubts. First of all, it is a gain due to the rapid
deployment of the necessary infocommunication
services, flexible scaling of the system without
replacing the hardware server platform, which was
purchased earlier and has a sufficient "estimated"
resource. These approaches are commonly used by
modern telecom operators to build their
telecommunications networks or to expand the range
of new services [1].

In turn, the rapid development of virtualization
technologies such as hypervisor-based technology
for mutual isolation of wvirtual machines and
container virtualization based on Docker, requires
further research on the effectiveness of their use.

One of the necessary services of the corporate
network is the deployment of IP-telephony, which
has also been widely implemented and has many
integration software solutions. Today, one of the
widely available and popular software solutions is IP
PBX (PBX) Asterisk. This is due to the wide range
of Asterisk functions and the modularity of the
structure, which allows you to additionally connect
modules written in many programming languages. It
supports not only TCP / IP stack protocols, but also
traditional telephony signaling protocols, ie provides

a regular PBX - call recording, call statistics, voice
menu and etc. Asterisk easily integrates with other
communication systems, including traditional PBXs.
One of the open source projects that used the
Asterisk PBX IP core is Elastix, which has a user-
friendly  web management interface for
administration [2].

MAIN PART

Let's take a closer look at the features of existing
virtualization technologies for the deployment of a
virtual infrastructure of communication operators
(providers) for the provision of infocommunication
services. The main types of virtualization are
hardware (virtual machines) and container. It should
be noted that for the rapid introduction of IP-
telephony, it is advisable to wuse virtualization
technologies in corporate and public call centers.
Therefore, the question arises of choosing the type
of virtualization that will be more rational when
building a model of virtual infrastructure of IP
telephony networks, depending on the capacity of
existing network and server equipment. This should
take into account such parameters as the speed of the
virtual environment, the load on the hardware
platform, ease of deployment and scaling of the
system [2-4].
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In turn, the virtual machine (Virtual Machine)
provides complete emulation of the physical
machine or runtime (for the program). Namely,
guest operating systems (guest OS) and its
applications share hardware resources from a single
host server or from a pool of host servers. Each
virtual machine requires its own OS, the hardware is
accordingly virtualized (Virtual Hardware). A
virtual machine hypervisor or monitor is firmware or
hardware that creates and runs virtual machines. It is
located between the host server and the virtual
machines and is required for server virtualization

(fig. D[5].
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Fig.1. Implementation of virtual machines

However, virtual machines can take up a lot of
system resources. Each virtual machine runs not
only a complete copy of the operating system, but
also a virtual copy of all the equipment that the
operating system must perform. It quickly adds
many RAM and CPU cycles. This is usually
economical compared to running individual real
computers (servers), but for some programs this
process may be unnecessary.

The containers are located on top of the physical
server and its operating system, usually Unix or
Windows. Each container shares the core of the host
system, usually executable files and libraries.
Common components are read-only. Sharing OS
resources, such as libraries, greatly reduces the need
to play operating system code and means that the
server can run multiple workflows (network
services) when installing a single operating system.
Containers, therefore, are extremely "light" - they
can take up a megabyte in size and unfold in just a
few seconds. On the contrary, running virtual
machines can take minutes an order of magnitude
longer than the equivalent container. Figure 2
compares the two architectures using virtual
machines and container handling [6-8].
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Fig.2. Comparison of virtual machines and
containers

Unlike virtual machines, a container uses an
operating system kernel that supports programs,
libraries, and system resources to run a specific
program (service). In practice, this means that you
can host two to three times more applications on a
single container server than you can with a virtual
machine. In addition, with containers, you can create
a portable, consistent operating environment for
development, testing, and deployment [8].

Based on the above, to conduct a practical
experiment and determine the effectiveness of IP
ATC when using these virtualization technologies, a
segment of the corporate network was built (fig. 3).
Subsequently, on the basis of this virtual stand,
testing was performed at different values of the input
load.
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Fig.3. The main components of the virtual
segment of IP-telephony based on virtual machines
and containers

The physical server has a standalone ESXi
hypervisor from VMware that does not require an
operating system and is installed directly on the
server hardware. Three virtual machines are
deployed on the hypervisor.

1. The first virtual machine (VM1) has a CentOS
distribution on which the Elastix IP PBX is
deployed. That is, the Elastix IP PBX is deployed
using virtual machine technology.

2. The second virtual machine (VM2) has Ubuntu
Server OS with support for container processing.
Based on this OS, Docker was deployed and a
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container was created in which the Elastix [P PBX
was configured. That is, in this case, the IP PBX is
created in the container.

3. On the third virtual machine (VM3) Ubuntu
Desktop OS is installed on which the SIPp utility is
installed, which allows to create a load on the
Elastix IP PBX, namely to generate calls.

The SIPp utility is an open tool for testing and
generating SIP protocol traffic. The advantage of
this tool is the support of TLS, SIP authentication,
conditional scripts, UDP retransmissions, regular
expressions, the ability to insert arbitrary headers,
logging, execution of system commands depending
on the result [17].

Prior to testing, the resources used by the virtual
machine with the Elastix [P PBX were removed
using the Glances Monitor utility. As you can see in
the figure below, the virtual machine generally uses
a system-acceptable amount of RAM and a small
amount of CPU. You should also note indicators
such as VIRT virtual process size (shows the total
amount of memory that the program is able to
address at this time) and RES (shows how much
physical memory the process uses) will differ (fig.4).
The RES value will be less than the VIRT value, as
most programs depend on the shared C library.

Fig.4. Statistics of resource use by a virtual
machine [P-PBX Elastix (Asterisk)

The results of the analysis of the use of system
resources by the container are presented in fig. 5.

Fig.5. Elastix (Asterisk) IP PBX resource usage
statistics

As you can see, the percentage of CPU usage is
almost at the same level as when using virtual
machine technology and container handling. In
contrast, the use of RAM and RES (physical
memory) in a virtual server is about 20% higher
when using a container than in a virtual machine.

When creating a virtual communication channel,
the following parameters were set (fig. 6.):

1. duration of calls (conversations), set by the

key: -d 210 s (3.5 minutes);

2. the maximum number of simultaneous calls,
set by the key: -1 500 (500 simultaneous
calls);

3. maximum speed of calls per second, set by the
key: -r 10 (not more than 10 calls / sec.).

4. the duration of the test was approximately 1
hour (3600 s).

In the future, only the number of simultaneous
calls on SIP trunk changed, namely -1 700 (700
simultaneous calls) fig. 7 and -1 950 (950
simultaneous calls) fig. 8.

Fig.6. Results of SIPp configuration and IP-PBX
testing Elastix (VM1) with 500 simultaneous calls

Fig.7. Results of SIPp configuration and IP-PBX
testing Elastix (VM1) with 700 simultaneous calls

Fig.8. Results of SIPp conﬁguration and IP-PBX
testing Elastix (VM1) for 950 simultaneous calls

In fig. 9 shows the statistics obtained by the built-
in means of monitoring the performance of IP-PBX
Elastix, which also allows you to estimate the
number of resources used under different conditions

600
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Fig.9. Results of servicing incoming calls and
involved Elastix resources with built-in monitoring
tools (500, 700, 950 simultaneous calls)

The test results allow us to conclude that when
using IP-PBX Flastix on the basis of virtual
machines with 500 simultaneous calls CPU load on
average is 37% virtual RAM 640 MB, with 700
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simultaneous calls CPU load on average is 58%
virtual RAM 710 MB, with 950 simultaneous calls,
the CPU load averages 69% of the virtual RAM of
800 MB. However, when 950 Elastix IP PBX calls
are loaded, the virtual machine becomes more busy
and not all calls are processed. The number of
unprocessed calls varies around 1%.

To test IP-PBX Elastix in container processing
based on a virtual layout (Fig. 3) was also conducted
an experiment with the same values of the input
load. Namely, based on the above scenario, a
communication channel was created between SIPp
(VM3) and Elastix IP PBX in the container (VM?2)
with the following parameters (fig. 10):

1. duration of calls: -d 210 and (3,5 minutes);

2. maximum number of simultaneous calls: -1

500 (not more than 500);

3. maximum speed of calls per second: -r (not

more than 10 calls / second);

4. the duration of the test is approximately 7

minutes.

In the future, only the number of simultaneous
calls on SIP trunk changed, namely -1 700 (700
simultaneous calls) fig. 12 and -1 950 (950
simultaneous calls) fig. 14.

In fig. 11, 13, 15 the statistics received by means
of monitoring of productivity of IP-automatic
telephone exchange of Elastix which allows to
estimate also quantity of the used resources under
various conditions are resulted.

Fig.10. Results of setting up SIPp and testing a
container with Elastix IP PBX with 500
simultaneous calls
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Fig.11. The results of the resources involved in
the container IP-PBX Elastix for 500 simultaneous
calls

Fig.12. Results of setting up SIPp and testing a
container with an Elastix IP PBX with 700
simultaneous calls
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Fig.13. The results of the resources involved in
the container IP-PBX Elastix for 700 simultancous
calls

Fig. 14. Results of setting up SIPp and testing the
container with Elastix [P PBX for 950 simultaneous
calls
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Fig.15. The results of the resources involved in
the container IP-PBX Elastix for 950 simultaneous
calls

The test results suggest that using Elastix
container-based IP PBX: with 500 simultaneous
calls, the CPU load averages 28%, virtual RAM is
loaded by approximately 31%; with 700
simultaneous calls, CPU usage averages 33% of
virtual RAM is approximately 31% loaded; with 950
simultaneous calls, the CPU load averages 61% of
virtual RAM is about 33% full. However, when 950
Elastix container-based PBX calls are loaded, the
number of unserved calls increase compared to
virtual machine technology and is 13% (under these
experimental conditions).

CONCLUSIONS

From the results it can be noted that the share of
CPU use when using Elastix IP-PBX based on a
virtual machine is higher by an average of 5%.
Instead, the use of RAM is very different. In the case
of virtual machines, it is several tens of times larger,
which will obviously affect the operation of the
system as a whole. When -evaluating the
performance of an
I / O system, containers are more productive than
virtual machines in terms of execution speed and
number of transactions. The performance of virtual
machines deteriorates significantly when scaled,
which is less optimal compared to containers, where
performance remains fairly constant with increasing
numbers.

To sum up, containers offer better performance
when implementing Elastix, performing more read
and write operations. However, when Elastix IP-
based PBX is fully loaded on a virtual machine (950
simultaneous calls), it is more stable than container-
based and has fewer rejected connections.
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Pomanoe O.1., Hecmepenxko M.M., @ecvoxa H.O., Manvkiecokuii B.b.
OuniHka NPpoAYKTHBHOCTI TeXHOJIOTIH BipTyasidauii koMyTauiiiHOro o0JIaiHAHHS TeJIeKOMYHIKaliHHUX Mepex

IMpo6aemarnka. Ha tenepimHiii n1eHb eeKTUBHICTh BUKOPUCTAHHS TEXHOJIOTIN BipTyauizamii [jisi pO3ropTaHHs
iHdpacTpyKTypHu opraHizamii Oyab-sKOi CKJIQIHOCTI Hi B KOTO HE BHKJIMKAaE CyMHIBY. B mepmry uepry, me Burpam 3a
pPaxyHOK IIBHIKOTO PO3TOPTaHHS HEOOXiTHHX IH(OKOMYHIKAlliHHUX CEpBICIB, THyYKe MacIiTaOyBaHHs CHCTeMH 0Oe3
3aMiHHM amnapaTHOi cepBepHOI IuaThopmy, sika Oyna 3aKyIUIeHa paHillle Ta Mae JOCTaTHIH «pO3paxyHKOBHUID pecypc.
3BHYAHO [aHi MiAXOJM IIMPOKO BHKOPHUCTOBYIOTBCS CYYaCHHMH OIEpaTOpaMH 3B’sI3Ky IpH TOOYHOBI CBOIX
TEJIEKOMYHIKAI[IHHUX Mepek abo [Tt PO3IMIMPEHHS CIIEKTPY HaJaHHS HOBHX IOCIYT.

B cBoto depry OypXJiuBHII PO3BUTOK TEXHOJIOTIH BIpTyasi3aiii TaKHUX SIK: TEXHOJIOTisI HA OCHOBI TiNepBi3opa s
B3a€MHOI 130Jimii BIpTyaldbHMX MAaIIMH Ta KOHTeifHepHOI BipTyamizamii Ha ocHoBi Docker, Bumarae 1omaTkoBOrO
JIOCITIJDKEHHS 11010 €()eKTUBHOCTI 1X BUKOPUCTAHHS.

Meta gocaimkenHsi. MeToro CTaTTi € BU3HAYCHHST e(DEKTUBHOCTI BUKOPUCTAHHS KOHTEHHEpPHOT BipTyasisamii ta
BIpTYyaabHUX MAIIIKH.

Metonuka peadnizaunii. CtBopenHst cermenty mepexi [P-tenedonil s mpoBeeHHsT TECTYBaHHS HaBAHTAKCHHS
IP ATC (PBX) Asterisk Ha BipTyalibHiii MalllMHI Ta KOHTEHHEPi TECTOBUMHU JI3BIHKAMHU.

Pesyabratn pocaimkennsi. Yactka BukopucranHs CPU mnpu BukopucranHi [P-ATC Elastix Ha OCHOBI
BIpTyaJIbHOI MalIMHY Oijbilla B cepeHboMy Ha 5 % BiJ KoHTeliHepa. HaToMicTh BUKOpHCTaHHS ONepaTHBHOI maM’sTi
pi3KO Binpi3HSETbCA. Y BHUIAAKY BIPTyaJbHMX MAaIllMH BOHAa OUIbIIA B JEKiJIbKa JECATKIB pa3iB, [0 HE MOXE HE
MO3HAYUTHUCS HA pOOOTY CUCTEMH B LILIIOMY.

BucnoBku. IIpoBeneHne nociikeHHs mokasano, 1o BukopuctanHs IP ATC (PBX) Asterisk Ha BipTyanabHIil
MallliHI B TOPIBHAHHI 3 KOHTeWHepoM 3aiiMae Oinblie BIpTyadbHHX pPECYpCiB cepBepy ajie NpHU HaBaHTAKEHHI
OJIHOYACHUMH BUKJIMKaMU MEHII CTaliIbHa.

Kurouosi cjioBa: BipTyasibHa MalnHa; KoHTeliHep; [P-TenedoHnist; koHTeliHepHa BipTyastizalis; BipTyaizaiis.

Pomanoe A.U., Hecmepenko H.H., ®ecvoxa H.A., Manvkoeckuii B.b.
Ouenka NPOU3BOAUTEIBHOCTH TEXHOJIOT vt BHUPTYAJIM3ALHHU KOMMYTAIlHOHHOI'0 o6opy1oBaHHusA
TeJJeKOMMYHUKALMOHHBIX ceTel

Mpob6iaemaTuka. B Hacrosmee xaeHb 3()(EKTUBHOCTh HCIONB30BAaHUS TEXHOJOTMH BUPTYaIM3aALUN JUIS
pa3BepThIBaHUsT MHPPACTPYKTYPhl OpraHU3alMU JIFOOOW CIIOKHOCTH HU Y KOIO HE BBI3BIBACT COMHEHHs. B mepByro
ouepeib, 3TO BBIUTPHII 33 CUET OBICTPOro pa3BepTHIBAHHS HEOOXOIUMbBIX HHPOKOMMYHHKAIIMOHHBIX CEPBHCOB, THOKOE
MacimTabupoBaHUue CHUCTEMbl 0€3 3aMeHbl amlmnapaTHOW cepBepHOM MmIaTopmbl, KOTOopas Oblia 3aKyIljieHa paHee
HMMeEeT JOCTaTOYHBIH «pacyeTHbI» pecypc. OOBIYHO AaHHBIC IMOAXOJbl IIUPOKO HCIIOJIB3YIOTCS COBPEMEHHBIMU
orneparopamMM CBSI3M TP IOCTPOSHHHM CBOUX TEJIEKOMMYHMKALMOHHBIX CETed WIM JUIs PacUIMPEeHUsl CIIEKTpa
[IPEOCTABICHNS HOBBIX YCIIYT.

B cBoro ouepenp OypHOe pa3BUTHE TEXHOJOIMH BHUPTyallM3allMM KaK: TEXHOJIOTHS Ha OCHOBE I'MIIEPBH30pa JUIs
B3aMMHON M30JIMM BHUPTYyalbHBIX MAIlMH M KOHTCHHEpPHOW BHUpTyanm3anuu Ha ocHoBe Docker, TpeOyer
JIOTIOJTHUTENIBHOTO UCCIIeIOBAHUS 110 () (HEKTUBHOCTH MX HCIIOJIb30BAHUS.

Hean ucciaenoBanusi. Llenpto crateu siBisieTcs onpeneneHue 3(Gp(OEeKTHUBHOCTH HCHOIb30BAaHUS KOHTEHHEPHON
BHUPTYaJIU3aIUN ¥ BUPTYaIbHBIX MAIIHH.

Metoauka peanusanuu. Co3nanue cermenTa cetu IP-renedonun A NpoBeJeHNs HAarpy304HOTO TECTUPOBAHUS
IP ATC (PBX) Asterisk Ha BUpTyanpHON MaIInHE M KOHTEHHEPE TECTOBEIMH 3BOHKAMH.

PesyabTaThel uccaenoBanus. Jlons mcnons3oBanmst CPU npu ucnonb3oBanmn IP-ATC Elastix #Ha ocHoBe
BUPTYaJIbHOI MalIMHBI OOJIblIE B CpeJHEM Ha 5% OT KOHTeHHepa. 3aTO MCIIOJIb30BaHME ONEPATHBHOM NMaMATH PE3KO
orauyaercs. B cilyyae BUPTyaJbHBIX MAlIMH OHa OOJIbIIE B HECKOJIBKO JICCSITKOB pa3, YTO HE MOXKET HE CKa3aTbCs Ha
paboTe CHCTEMBI B LIEIOM.

BeiBoasl. [IpoBeneHHOE HcciienoBanue nokasano, uro ucnoiszoBanue [P ATC (PBX) Asterisk Ha BupTyanbHOI
MallliHE MO CPaBHEHUIO C KOHTEHHEPOM 3aHMMaeT OOJblIe BUPTYAIbHBIX PECYpCOB CepBepa HO NPU HArpyske
OJIHOBPEMEHHBIMH BbI30BAMHU MEHee cTaOWIbHa.

KuoueBble ciioBa: BHpTyajdbHas MaiiuHa, KoHTelHep; I[P-tenedoHus; KOHTeWHEpHAs BHPTYyaTU3aIHs;
BUPTYyaJIH3aLHs.





