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Background. New hierarchical model of intelligent control system (ICS) for wireless sensor (WSN) and mobile ad-
hoc networks (MANET) is proposed. There was formulated a mathematical statement of the problem of finding a rational
WSN topology using unmaned aerial vehicals (UAVs), which consists of a problem of sensor localization in monitoring
zone and a problem of UAV relay localization in the space for the organization of connected network with desired

characteristics.

Objective. The aim of the paper is to develop the hierarchical model for intelligent agents interaction for the MANET

or sensor class radio network control system development.

Methods. We use mathematical methods and algorithms (graph theory, vector optimization methods, fuzzy
algorithms, dynamic programming algorithm) and computer simulation to describe hierarchical model of intelligent

control system for WSN and MANET.

Results. The novelty of the model lies in using the graph theory to make a formal description of the functional
subsystems of the network ICS (vertices of the graph) and their interaction processes (edges of the graph). Using the
proposed model can accelerate and systemize the network design process considering their functioning environment and

hierarchical structure of their ICS.

Conclusions. Using the intellectual agents technology and multiagent systems allows minimizing the service traffic

and use network and node resources more efficiently.
Keywords: WSN; MANET; UAV; control; agent.

Introduction

One of the main problems during development of
self-organized networks such as wireless sensor
(WSN) and mobile ad-hoc networks (MANET) is
creation of effective control system, which is able to
cover a lot of management tasks such as topology
management, routing management, radio resource
management, security management, quality of
service management etc. For this purpose it proposed
hierarchical model of intelligent control system for
WSN and MANET described in Section 1. The
novelty of the model lies in using the graph theory to
make a formal description of the functional
subsystems of the network (vertices of the graph) and
their interaction processes (edges of the graph).
Using of proposed model can accelerate and
systemize the network design process considering
their functioning environment and hierarchical
structure of their control system. Using of intellectual
agents technology and multiagent systems allows
minimizing the service traffic and use network and
node resources more efficiently. One particular
management task intended to plan the optimal

topology of network nodes is described in Section 2.
There was formulated a mathematical statement of
the problem of finding a rational WSN topology
using UAVs, which consists of a problem of sensor
localization in monitoring zone and a problem of
UAV relays localization in the space for the
organization of connected network with desired
characteristics. Rational WSN topology, built
according to these principles, will reduce traffic and
reduce energy consumption at the nodes, which in
turn will increase network lifetime and reduce the
total cost of its maintenance.

Section 1. The hierarchical model of intelligent
control system for WSN and MANET

Dynamic nature of MANET and WSN with
ground based and air based (e.g. UAVs) mobile
nodes leads to necessity of hierarchical architecture
of their control system (CS) (master nodes and slave
nodes) [1, 2]. CS nodes make decisions based on
gathering and processing the large volumes of service
information about both node and entire network
status; it is impossible to have full network status
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information in real time, therefore CS should make
decisions in uncertain conditions.

Network control process main requirement is that
all management decisions for node and network
resources must be carried out automatically by
independent mobile nodes. Furthermore, during the
management process every node’s CS must consider
not only its own goal function, but the goal function
of all neighboring nodes [3], whose information is
stored on the master node. In this scenario, MANET
class radio network CS management decisions must
be based on the intelligent ability to recognize and
analyze different situations (on either node or
network level).

Modern approach for intelligent node control
system (ICS) design in view of the MANET
functioning and mentioned above requirements is the
use of the intelligent agents (IA) technology and
multi-agent systems (MAS) [4]. Main feature of this
technology is that an agent is considered as a
hardware and software system that can make
decisions in uncertain conditions. That is, IA and
MAS can adapt to the changes in surrounding
environment they interact with, even in the case
when said changes are not defined in their behavior
schemes.

There are many examples of IA and MAS used
for gathering and processing information, as well as
automatic management of different complex systems
and processes [5]. But existing models of IA and
MAS are designed using the intelligent methods that
do not account for the MANET class network control
features, and the lack of a method for designing
corresponding models for ICS nodes delays the
process of network development.

Therefore, the purpose of this article is to develop
the hierarchical model for intelligent agents
interaction for the MANET or sensor class radio
network control system development.

Initial Data for the model

According to the concept [2], network ICS is an
aggregation of interacting node ICS that are deployed
using the IA technology [6]. In this case, IA stands
for a software product able to act to achieve a given
goal and in addition to the main features (reactivity,
proactivity and sociality) has [7]:

Mobility — TA can carry out its functions on
another node on behalf of the initiator node;

Intelligence — the main feature of IA, that presume
its ability to self-learn in the process of the mobile
node operations so that it can find optimal behavior
patterns for cases not foreseen at the design phase.

Every IA of a node ICS is designed for a specific
type tasks (performs different functions, depending
on OSI model levels) (Fig. 1), can interact with other

IA for information exchange and make coordinated
decisions, forming the executive layer of network
ICS.

The coordination of IA operations on executive
layer is managed by metaagents of node ICS.
Multiple metaagents form the node layer of network
ICS. In turn, coordination of metaagents’ decisions of
node ICS is managed by a master node. Any node of
the network can be a master node, depending on its
hardware or geographic location. As seen on Fig. 1,
main management agents of the node ICS of the
network can be distinguished as follows: functional
agent, system agent, monitoring agent, diagnostics
agent, foresight agent. Though, the quantity and
composition of IA can vary drastically depending on
the network node (mobile node, base station or
sensor device) [8].

Metaagent takes care of coordination of IA
operations to achieve common management goals
using the management decision made by local agents
and metaagents of neighboring nodes. Metaagent
analyzes network information by communicating
with neighboring nodes so that it is able to make a
decision to provide a certain level of QoS.

System agent. Its main functions are: maintaining
a database of neighboring node and network status
(available resources), mobile node locations
(topographic information); forming a knowledge base
with rules of “behavior” of the given node under
different circumstances; self-learning of the mobile
node.

ICS of i-th network node
System agent

Monitoring agent \

| Foresight agent

ICS of j-th network node

I agent "J | System agent ‘
Monitoring agent
Diagnostics agent

Functional agent ‘ | Fi

Mobile
network

Fig.1 Interaction of TA in the intelligent network control
system

Monitoring agent — implements continuous
monitoring of the network key performance
indicators in real time; identifies different situation
on the netowrk, determines current and potential
problems; gathers and analyzes service information
(statistics).

Diagnostics agent — determines, localizes and
analyzes nod malfunctions; runs tests of main
functions of all of the mobile node’s modules.

Foresight agent — uses the rules and algorithms of
network performance analysis on all its layers to
make a forecast of node and network status in the
near future.

Functional agents — implements control methods
for every layer of OSI model: topology management,
routing management, data streams management,
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queue management, message priority and security,
spectrum allocation, power allocation etc.

Most of the aforementioned IA are stationary,
they are located on the node permanently. But for
some functions (network zone monitoring,
information route planning, etc.) system agent can
generate a mobile IA (MIA). MIA is relocated to
another network node, collects (and processes if
necessary) the information of the given node and
returns to the source node with a report (or, if
necessary, is relocated to a new node). MIA life cycle
is illustrated on Fig. 2.

ICS of i-th network node
II' mobile

stationary A ‘ mobile

1A 1A 1A

ICS of j-th network node

stationary

1 —node i generates a MIA, 2 — MIA relocation, 3 — data collection and processing, 4 — return to the node /

Fig.2 MIA life cycle

Therefore, in view of the hierarchical concept of
network ICS design [2] and aforementioned
functional structure of node ICS with IA, formal
description of MANET class radio network ICS can
be presented as multiple IAs on different layers, that
interact with each other by exchanging service
information that is used to make management
decisions. To achieve this we need to solve two
problems: combine heterogeneous IA in the
hierarchical network ICS and set up information
exchange between IA in this structure. To solve these
problems a hierarchical model of TA interaction is
proposed, whose structure corresponds to the
hierarchical network ICS design concept.

Hierarchical model of IA interaction

Formal description of the network ICS functional
structure (with decentralized management) can be
represented as a hierarchical TA structure with
vertical relations between them. Given relations
define the subordination of task that are resolved by
TA at each layer [2]:

Zero (executive) layer — resolves management
tasks according to the OSI model (routing, resource
management, data streams management, security,
etc.) by selecting the required values of node ICS
subsystem parameters;

First (node) layer — consists of node ICS meta-
agents that coordinate the zero layer IA by selecting

optimal set of management actions and their
implementation sequence on all node ICS
subsystems;

Second (network) layer — consists of the master
node that corrects the goal functions of first layer
meta-agents in view of network status, as w hole, or
its part.

Using graph theory, we can picture the given
functional structure as shown on Fig. 3. Located at
the root of the tree is a master node subsystem, at the
vertices that are one edge away from the root are
subsystems  (1,,,U,),....(,,.U,, }.-.(1,p.U,,)  that

represent Q meta-agents of node ICSs. Every
mentioned subsystem of network ICS contains a
control (identification) block I and management
block U. In turn, every first layer subsystem

(I1 U q),q =1,0 is connected to multiple functional
g=1,0,r=1, R, which
are located on two edges distance from the root.
These subsystems represent A interaction processes
of every functional subsystem of node ICS [9]. This

interaction consists of service information exchange
and management decisions of each IA.
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Fig.3 Hierarchical model of IA organization of network
ICS

For g-th management subsystem of the first layer
(Ilq U, ),q =1,0 let us denote the following:

qur (k)
where the size of X, (k)= {xl"q,_ (k)},a =la,, is a, x1

- multiple state vectors of the qr-th IA,

X, (k) - multiple generalized estimated state
vectors of g-th subsystem of the first layer (e.i.
mobile node), where the size of
X, ()= (k)ha=Ta, is a,x1 ;

Y,

1lq
subsystem of the first layer, which are directed to the
upper layer management subsystem (master node),

where the size of Y, (k)= {yl‘; (k)},d =1d,, is d,,x1;

Zlq (k)
subsystem of the first layer, that are directed to upper
layer management subsystem (master node), where

the size of Z,,(k)={z{ (k)}d =1

(k) - multiple management vectors of g-th

- multiple estimated state vectors of g-th

g 18 dy, x1;
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For the second layer management subsystem
(1,,U,) (master node), let us denote:

X,(k) - multiple generalized estimated state
vectors of the first layer subsystems (metaagents of
the node ICS), where the size of X, (k)= {)721 (k)},l =11

Qo

is lrxl—(Zaquxl;
g=1

Y,

g (k) - multiple management vectors of control

variables, that are sent to lower layer management
subsystems (metaagents of the node ICS), where the

size of Y, (k)= {yg’q(k)},d =1,d,, is d,,x1;

Z,,(k) - multiple management vectors of variable
estimated states, that are sent to the lower layer
management subsystem (metaagents of the node
ICS), where the size of qu(k)z{zg’q(k)},dzl,dzq is
d,, x1;

Finally, for qr-th subsystem of the zero layer
P, ,g=1,0,r =l,_R let us denote:

q

C;;(k) - multiple connections vectors (service

between IA their
decisions), where

information and

management
ca0)=

w

exchange

mn

(k) m=1,m,, "Zm between r-th and

p-th subsystems (r,p =1L0,p= r);

11, (k) - multiple external effects vectors, that are
been measured by r-th IA of the g-th mobile node,
where the size of I, (k)= {ﬂ';r (k)},l = E is 7, x1.

Wherein, multiple vectors of q-th IA states

X, (k)= CJX .. (k) can be of different type depending
r=1

on their state variables, which affect the channel
quality and mobile node or network efficiency. Some
of them are:

Network information load parameters vector

AG) = A () A (K)o A ()]
Information messages delays vector
H(k) =1, (k)..... H, (k),.... Hy (k)
Network radiofrequency environment parameters
N(k) = [N, (), ()N ()]
Network spectrum resources vector
S() =3, (k),.... 3, (k) .., 3 ()
Network energy resources vector
R(k) =[98, (k). (K)..... 9, (K)] 5

Hardware resources vector (processor, battery
capacity, RAM, etc.)

Alle)=[A, (&)..... A, (k). A (k)

T
>

T
>

T
, etc.

15

As shown in the model (Fig. 3), any g-th
management subsystem of the first layer

(Ilq,Ulq),q =1,0 can be characterized by:
Mapping that describes the object being managed
(metaagent of g-th mobile node)
Og'):quxUququxHq—)quleq. @))
Mapping that describes the criteria used by g-th

mobile node metaagent to determine the estimated
state ¥, and control influence 7,

oV: X, xz,->V,, (2)
oV:u, <y, >W,. A3)
Mapping that describes the generalized

information @ that arrives to upper layer subsystem

(master node)
0V):v, xZ, > ®,. 4)
Mappings that determine the constraints of input
variables vectors ©®, 6 and control influence vectors

Y , respectively

ol:x, »e, (5)
ol:u, >¥,. (6)
Second layer subsystem (/,,U,) can be

characterized by:

Mapping that describes the formation of the
generalized estimated states vector of the mobile
network

oo X,, (7)

0
where © = Ul(b" ;
=

Mapping that describes the criteria used by the
(7,,U 2) subsystem (master node) to determine the

control influence destined for (1, U, )q =1,0
oY .UxX, >w, (8)

0
where U = |JY,
g=1

0>
Mappings that determine the constraints for
generalized state and control vectors
oY:X, >0, 9)
oY:u-w. (10)
The functioning of the ICS of all mobile network
elements (mobile or sensor nodes, mobile base
station or network control center) [9] can be

described by time intervals, as follows:
T,, - time interval for performing management

and control tasks (1 — 6) by metaagents of every node
ICS ((Ilq,Ulq) subsystems);

T,(qz) - time interval of generalized information
transmission from metaagents (1 Ul q) to the master
node ((7,,U,) subsystem);
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7, - time interval for performing the control and

management tasks (7 — 10) by the master node.
The length of 7;, time interval is determined by

the external influence vector II, (k) change rate,
change of the control influences Y, (k) and Z, (k)
from the master node (7,,U,), and the change of

interconnection matrix C?, (k) structure. The length of

Tlgz) time interval is determined entirely by the

interaction between
defined at

methods and protocols of
(1,,u,) and (1,,U,) subsystems,
appropriate levels of the OSI model.
Based on the information received by node ICS
metaagents (Ilq Uy, ), g =1,0 , the master node (12,U2)
checks the restraints (9), (10) and calculates the

values of the indicator in (8) with control influences
U(k)=1{U,, ()}, that are defined by subordinate node

ICS on the previous time interval. If constraints are
observed or a criterion has a deviation from the
required value, a higher layer task is performed

again, which defines the length of time interval 7, .
For a three layered network ICS (Fig. 3) the ratio

between the aforementioned time intervals is as
follows [9]:
L2091, >> 1,1 =1, , for vg=1,0.

During those time intervals every element of the
network ICS implements corresponding methods and
algorithms of mobile network management, from
mathematical methods and algorithms of link
management (physical level of OSI model) to
methods and algorithms of application level
management (security management, power
consumption management, QoS management, etc.).

Decision making in the network intellectual
control system

In the general scenario, management decision
making in the network ICS means providing a given
quality of information exchange in MANET by
determining the values of control variables of node
ICS based on the analysis of current state of the radio
network. But, as mentioned before, every node ICS is
characterized by its own goal function, that is formed
based on multiple factors:

Resources and hardware/software capabilities of
the node, i.e. the totality of the devices for reaching
the goal (RAM, processor performance, battery
capacity, etc.);

Managed parameters: on physical level -—
transmitter power, modulation, transmission rate,
etc., on channel level — access protocol, on network
level — routing method, on transport level — transfer
method, etc.;

Uncontrollable  parameters:  set  exchange
protocols, topology dynamics, network size,
interference level, etc.;

Requirements for information exchange quality
for different types of traffic (data, voice, video and
graphics).

It leads to the inability to achieve global
optimization of the entire mobile network in the case
of decentralized management environment and with
presence of contradiction between the optimal node
ICS awareness and the timeliness of control
influences. Thereby, it was proposed in [10] to
decompose the main goal of mobile network
management to multiple simpler goals. To achieve
this, in the design phase of node ICS a goal structure
(GS) is formed as a graph, where the vertices are
goals, and edges are the influences of achieving a
goal in a subgoal (Fig. 4).

In the previous research it was shown, that in an
uncertain environment, where a mobile network
functions, to describe a situation and make a
management decision by the subsystems of node ICS
it is advisable to use the methods of fuzzy logic [11].

Therefore, the goal structure (Fig. 4) can be
mathematically interpreted as a list of fuzzy
management goals of different levels L, ..., L, are
connected by [10, 12]:

GSZ{ClaR {C2I’C229"'9C2m(2)}’
R3m<2) {C31 H C32 2000 C3»1(3) }’ cees
ka(k) {Ckl H CkZ Eaaad Ckm(k) }}

(11)
where C, — global goal of the network ICS, that is

2m(1)

determined by the master node; C,, i= Lk, =1, m;,
— [-th subgoal of i-th level of the goal structure, that
is determined by the metaagent of the corresponding
node ICS; R i=1k, fuzzy

i

J=Lmg,,

relationship between the lax advantage of the objects
on the i-th level over every object at the upper i-1
level.

L ‘ Goal Cy — provide an information exchange with given quality in the mobile network (n-th dircction) ‘ Network
I F level
Cy1 — provide a timely information Cx — provide given capacity |
transfer

Campzy — minimize the
= |delivery time
Node
level

Lz

C3mzy — maximize the
network “lifetime™

€31 — maximize the capacity of the

Ls
(area) network

change

Cs2 — minimal service |
in i

L Ca — topology Ci — routing . Cloy — streams
- mar Executive

level

Cp1 — adapt antenna
beamforming

Cia — adapt
transmitter
power

Cimiy — load
balance

Cie — limitation
of the input
stream

Cka — supporting
the route

Ca—
building a
route

L

Fig.4. Fragment of the goal structure of the network ICS

If R, describes the relationship only between the

subgoals of neighboring levels, we should talk about
a goal tree, otherwise the goal structure degenerates
to a network.
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Let the goal system consist of & levels and every
L, level i=1k consists of m; objects (for first level

m; =1):

L = {Cil ’Ci29""Ci”1(i)} .

Goal structure (Fig. 4) can be described as a
multiple of levels L;:

k mj

k
Gs=UL, =UJUc, .
i=1

i=11=1
As seen on Fig. 4, different elements of the goal
structure are united under a global goal C,, that can

be described as providing the information exchange
with given quality in the network. As mentioned
before, a binary fuzzy relationship of a lax advantage

R, is used to describe the relationship between

global goal and lower level goals, that is given by a
membership function p #; (Ci-C) 5 i=2k,

j=Lm,, , Lr =1,_ml. .

It should be noted, that depending on the
hierarchy layer (Fig. 3) there can be two types of
relationship:

“goal - subgoal” relationship — appear between the
elements of the network and node layers (between
master node and subordinate nodes of a mobile
network or its area) and create a goalforming part of
the GS;

“subgoal — means to reach the goal” relationship —
appear between elements of the node layer
(metaagents of node ICS) and the elements of the
executive layer (IA of corresponding functional
subsystems) and create an implementing part of the
GS.

And so, beginning with the second hierarchy layer
(11), at every i-th layer there are as many fuzzy

relationship of advantage R, as there are objects at i-

1 level of GS. In the general case, these relationships
can be described as a matrix:

1 WC;,Ch) e

R, = 1

I"L(Cim(i) > Cil) e 1

where . (C,,C)el01], i=2k, j=Lm,,,

Lr=1,m

WGy, Cim(i) )

As a result, tasks of decision making of the
network ICS are reduced to receiving of the priority
vector of the lower layer elements in relationship to
the global goal — the element of the first layer. To
cope with this task in [12] it is proposed to use a
weighting procedure of the hierarchy analysis method
or fuzzy relationship convolution algorithm.

Section 1 conclusion

Thereby, to respond to the features of the
management in the MANET class mobile networks,
the management system must have intellectual
capabilities to recognize and analyze the situations in
the radio network, and based on this, make
management decisions to control the node and
network resources. To design such management
system, it is proposed to use the technology of
intellectual agents and multiagent systems, that
suggests that all subsystems of node ICS are
implemented using multiple IA, that are defined by
management functions depending on the level of the
OSI network model.

To combine different IA in an intellectual network
control system a hierarchical model of A interaction
was proposed in this article, whose essence lies in
describing the network ICS as a hierarchical structure
with vertical links, that indicate the subordination of
management tasks.

The novelty of the model lies in using the graph
theory to make a formal description of the functional
subsystems of the network ICS (vertices of the graph)
and their interaction processes (edges of the graph).
Using the proposed model can accelerate and
systemize the network design process considering
their functioning environment and hierarchical
structure of their ICS. Using the intellectual agents
technology and multiagent systems allows
minimizing the service traffic and use network and
node resources more efficiently.

During future research a model for information
resources organization of network ICS will be
developed, to describe the circulation, processing and
storage of the service information, which is used by
the methods and protocols of corresponding
subsystems for making management decisions in the
mobile network.

Section 2. The problem of finding a rational
topology of wireless sensor networks using UAVs

In recent years WSN are widely used in various
fields of human life, ranging from automation
processes of data collection on various parameters of
the observed objects (buildings, industrial equipment
and processes) to the health sector, security and
defense [13-15]. However, the use of WSN for
monitoring environmental parameters over large
geographical areas requires specific network
architecture, consisting of the following levels. The
first level is a network of low-power wireless
sensors, deterministic or randomly located in the
large geographical area. The second level is a
network of gateways, which represent more powerful
sensor units (by CPU performance and battery
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capacity of nodes) and are intended to gather
monitoring information from sensor nodes and
transfer it to the processing centers and ensure the
connectivity of WSN topology. In this regard,
depending on the application (difficult terrains or
infected areas, fighting field, etc.), gateways can be
executed in the form of mobile robots or UAVs,
which can form the third level of WSN.

One of the main problems in the organization of
such complex hierarchical WSN for remote
collection of information is the task of finding the
optimal network topology, which consists of two
partial problems. The first is the search of optimal
placement of sensors for complete coverage of
monitoring area. Second is the search of the optimal
placement of UAV repeaters to organize a connected
network  with  specified data  transmission
characteristics (throughput, delay, etc.). This article
will consider the mathematical statements of these
problems and possible methods for their solution
respectively in the first and second section of the
article.

The problem of sensor localization in the
monitoring zone

Monitoring area of sensor (detection range) is
usually represented as a circle of radius r centered at
the location of the sensor. Then the problem can be
formulated as follows: it is necessary to place a
minimum number of circles that provide coverage of
whole monitoring area of potentially dangerous
object. Usually monitoring area has arbitrary form
that can be easily approximated by multiply
orthogonal polygons.

The problem of covering a polygon is easily
reduced to a simpler problem of covering a
rectangular area with obstacles (RO) (Fig. 5). The
output polygon is denoted by P, a limited rectangular
region — 4. Addition A\P will be interpreted as a set
of fictitious obstacles. Next, we will work with RO.
Specified and fictitious obstacles are shaded in the
figure.

On the plane, we introduce a coordinate system
(OX, OY) such a way that the coordinate axes match
with the bottom and left sides of rectangular area A.
Output information of the problem can be
represented by the following set of data: {W, L, Z, r},
where W and L — width and length of a rectangle that
will covered; Z — obstacles that are given by set of
rectangles Z = {Zi, Z,...,Zm}, where m — number of
rectangle obstacles. The sides of rectangle from Z are
parallel to the coordinate axes. Z; = {zxi, Zyi, Zli, Zwi} —
rectangle, which simulates the obstacle, where i =
1,...,m. (zxi, zyi) — coordinates of the lower left corner
of the rectangle Zi; (zi, zwi) — width and length of
rectangle Zi. Thus polygon A\Z is needed to be

covered by minimum number of equal circles N of

radius r.
7

A

Fig.5 Monitoring area as polygon

Solution of the problem can be represented by a
set of data: C = {N, X, Y}, where N — number of
covering circles in solution; X = {xi, x2,....xn}, ¥ =
{y1, y2,...,yn} — vectors of circle centers coordinates.
Solution C is acceptable covering if the following
conditions Q are performed:

1) Circles are inside of rectangle A:

xiz0; =20, x;<L;y;<WVj=1,...,N.

2) Circle centers lie inside obstacles: at least one
of the inequalities is performed:

(x5 — 2xi)(X) — zxi — z11) = 0 or (V) — zxi)(Vj — zxi — 21i) =
0Vvi=1,...mj=1,....N.

3) Area A\Z is covered: if (px, py) — an arbitrary
point from A\Z, then 3j: (px — x;)* + (py — »i)* < 1.

Candidate solution C is optimal if the number of
N circles is minimum, i.e. Copt = arg min yyeq N .

Example of coverage is shown in Fig. 6. Obstacles
in the figure are shown by dark color.

The solution of such problems is engaged by such
scholars as L.F. Toth, S.N. Astrakov, Ye.A.
Muhacheva, V.Y. Kuznetsov et al. Summarizing their
experience it is possible to allocate the following
heuristic-based approaches: heuristic block coverage,
heuristic hexagonal coverage, pseudo hexagonal
heuristics coverage, evolutionary heuristics and
others. The experimental results showed that all the
proposed algorithms can be used in solving the
problem of optimal placement of sensors in
monitoring zone, the choice of algorithm is dictated
by the specific requirements of the task. The resulting
solution Cop is initial data for UAV repeaters
placement algorithms described in the next section.

() X

Fig.6 Coverage of the polygon by circles
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The problem of UAYV relays localization in the
space

Let’s consider an example of WSN architecture
using UAV (Fig. 7). WSN consists of a set of N
sensors, end devices (ED), located with the

coordinates (x;,y;),i =1, N, in some limited area with

size r, which is often called by sensor field. In order
to collect data from sensors and transmit them to the
gateway it is used a set of K relays (routers) based on
miniature UAVs located at a height 42 with the

coordinates of the projection (xy, yOk),kzl,_K and

radio coverage radius R. If sensor is located in the
UAYV radio coverage, data via repeaters network get
to gateway and then via global networks to the data
processing center (DPC). For data it can be used one
of existing network protocols such as IEEE
802.15.4/ZigBee.

Under the network topology we mean a set of
geometric location of nodes and the probability of
use the communications between them to deliver

)i, j =1, N, where |R|| is a set

messages: (”Ri"’”pi/
of WSN nodes;

the communications between nodes. Thus, the WSN
can be represented as a weighted directed graph
consisting of a set of vertices (nodes) and edges
(channels) (Fig. 8).

Construction the routes from ED to the gateway is
realized by using a dynamic programming algorithm
- the method of Bellman-Ford. Criterion function of
this algorithm (Bellman function) defines the
conditional cost of data flow transporting between
adjacent nodes of route:

p,-j" is a set of probabilities of using

W=C, +C, —min, where C,, = ((;m ,
I&]

*

max ~ Uw)

w >

Uny +Urx nom oo .
c - WQ’TC(UU#LUW)S %
o Ugy +Uzx) > Upax -Uy,)
where C,, is conditional cost of WSN node,

which receives zero value with the repeated use of

node in the topology (it allows minimizing the
number of repeaters), C,’" is conditional nominal
cost of node, C, is conditional cost of relaying,
Upry-Ury is actual traffic through the node taking
into account repeated relaying, U is maximum

traffic through the node, U,

w

max
is equivalent density of
data flow emitted by adjacent nodes taking into

account competition for multiple access to radio
channel.

Thus, we can formulate the following
mathematical statement of the problem — to find a
network topology (UAV repeaters location), that
minimizes the cost of transporting the data flows
from sensors to gateway, when the constraints on

network resources, structural connectivity and
network operation parameters are performed:
N+K N+K
Xog=arg min C(X)=arg min Y Y W;,i=j
XoEQ,, Xo€Q, =1 j=1

Q,:{X €r, p; s PER’,P< P°,N <1000,K < 100}

Q, {s(my) = s°, t,(my) < t°, a,b :l,_N},

ab

where X is vector of projections coordinates of
UAV set placement; PER" is threshold of packet
error rate in the channel; P, P° are network reliability

and its threshold; s(m,,), t,(m,,),s",t0 are throughput
and delay in the route m, between sensor a and b
and the corresponding thresholds.

NGN or
Internet

“Q — data channel

ppc 0 T > control channel
CcC control center

Fig.7 WSN architecture using UAVs

B Coordinator (gateway)

A Router (UAV)
@ End device (sensor)

Fig.8 WSN network graph

The problem of designing a rational WSN
topology from a formal point of view is similar to the
problem of forming the topological structure of any
wireless network, which is one of principal in its
design and lies in the choice the optimal scheme of
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connection between switching units, choice of
channels bandwidth and optimal routes of data
transmission.

There are currently approaches to solving such
problems based on the use of algorithms for
combinatorial analysis. These algorithms are based
on the representation of the data network in a finite
graph without loops and multiple edges, whose
vertices correspond to network nodes and edges -
links. Application of the theory of graph enumeration
for solving the problem of topological optimization
recently finds increasingly widespread use, which is
connected with an increase in performance of
computers, the development of new highly efficient
algorithms for generating graphs with desired
properties. The main advantage of this approach is
the possibility of obtaining the exact solution for
small networks therefore this approach is effective
for small networks. In addition, the presence of the
exact solution allows us to estimate the quality of
existing and developed approaches of topology
optimization.

The main disadvantage of algorithms for
constructive enumeration of graphs is the inability of
their application for building large-scale network
topology, because the number of generated graphs
grows exponentially with the growing of network
nodes number. It determines the feasibility of
developing an alternative approach to the design of a
rational WSN topology.

To solve this problem it is developed a method,
described in detail in [16], which represents a
computational procedure that includes the following
steps:

1) Evaluation of network connectivity. In the case
of mobile sensors initially it is forecasted the duration
of their stay in the radio visibility zone of UAV
repeaters, and in the case of fixed — immediately it is
assessed the degree of sensors coverage by UAVs
repeaters. If conditions on the connectivity and
network reliability is not performed, it performs the
procedure of placing the UAV so that to cover all of
nodes.

2) Evaluation of given functional parameters
(throughput and delay of routes).

3) Improved search algorithm for a rational UAVs
topology.

The essence of improvement lies in the fact that
for reducing the exhaustive search of topologies, it is
used a set of rules for UAVs placement that enables
to find a rational solution and minimizes the time of
its search. Set of rules for UAVs placement is
described in detail in [16].

Thus, the application of the method will reduce
the enumeration of possible graphs and get a rational
solution (which differs from the optimum on 5-7%)
in real time (units / tens of seconds).

Section 2 conclusion

There was formulated a mathematical statement of
the problem of finding a rational topology WSN
using UAVs, which consists of a problem of sensor
localization in monitoring zone and a problem of
UAV relays localization in the space for the
organization of connected network with desired
characteristics. Rational WSN topology, built
according to these principles, will reduce traffic and
reduce energy consumption at the nodes, which in
turn will increase network lifetime and reduce the
total cost of its maintenance.
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Jlucenko O.1., Cnapasano M.K., Pomantok B.A., Banyiicoxuii C.B.
InTennexkryanbHa cucrema ynpapiainHa 1 WSN ta MANET

IMpodsemaTuka. 3anmporoHOBaHA HOBA I€papxidHa MOJENb IHTENEeKTyanbHOi cuctemu ynpasiiaHs (ICS) s
6e3mpoBogoBux ceHcopHuX (WSN) Tta MoOinpHUX emizoanaaux mepexxk (MANET). Byna chopmynroBaHa maTemMaTHIHA
IIOCTAaHOBKA IPOOJIEMH MONIyKy pamioHanbHOI Tomosorii WSN 3 BHKOpHCTaHHSM O€3MUIOTHUX JITaJIbHHUX amnapaTiB
(BITJTIA), sika ckiamaeThesl 3 MPOOJIEMHU JIOKami3alii CeHCOpiB B 30HI MOHITOPUHTY Ta mpoObiiemu Jokamizamii BITJTA
PeTPaHCISATOPIB B IPOCTOP1 AJIsI OpraHi3amii 3’ s13aH01 MepeXKi 3 TOTPIOHNMH XapaKTEePUCTHUKH.

Meta pocuixxenb. MeToro cTaTTi € po3podKa iepapXiqHOI MOJeJIi B3a€MO/il IHTeIeKTYaJIbHIUX areHTIB JUIsl PO3BUTKY
CHCTeMH yIpaBiiHHs pagiomepexxero MANET a6o WSN.

MeTtoauka peaJizanii. BukoprcroByBamncs MaTeMaTHIHI METOIN Ta aJITOPUTMH (Teopis rpadiB, METOAN BEKTOPHOI
onTHMi3amii, HEYiTKI aJrOPUTMH, AJITOPUTMH JAUHAMIYHOTO IIPOTPAMyBAHHS) Ta KOMITIOTEpHE MOJEIIOBAHHS IS
OITMCaHHS iepapXigHOI MOeIi IHTeIeKTyaabHoI cuctemu ynpasiiHas 11t WSN ta MANET.

Pe3yabTaTn mocaig:kenb. HoBu3Ha MoOJiei ToJisirae 'y BUKOPHUCTaHHI Teopii rpadis s ¢popMmyBaHHs (HOPMaTLHOTO
ormucy GyHKOiOHANBHUX migcuctemM wmepexi ICS (Bepmmuam rpada) Ta mpormeciB ix B3aemoxii (pebpa rpada).
BuxopucranHs 3anrponoHOBaHOI MOJENi JO3BOJISIE TPUCKOPHUTH Ta CHCTEMAaTH3yBaTH IPOIEC MPOSKTYBAHHS MEpexi 3
ypaxyBaHHSIM X (hYHKIIIOHYIOUOTO CepeJOBHIIA Ta i€epapXidHoi cTpyKkTypH ix ICS.

BucHoBku. BukopuctanHs TEXHOIOT1T IHTEJIIEKTyaIbHUX areHTIB Ta MyJIbTUar€HTHUX CHUCTEM JI03BOJISIE MiHIMI3yBaTH
Tpadik cepBicy Ta OiIbII e(EKTUBHO BUKOPHCTOBYBATH MEPEIKEBI Ta BY3JI0BI PECYPCH.

Kurouosi cioBa: WSN; MANET; BITJIA; ynpaBmiHHS; areHr.

JIvicenxo A.HU., Cnapasano M.K., Pomaniwk B.A., Banyickuii C.B.
HNHuTenexTyanbHas cuctema ynpasJjenus 1jss WSN u MANET

IMpo6aemaTuka. [IpemnyiokeHa HOBasi MepapxuyecKas MOJeJb MHTEIUICKTyalbHOU cucteMbl ynpasienus (ICS) st
O6ecripoBonHBIX ceHCOpHBIX (WSN) m moOmnbHbIX snm3onmdeckux cereit (MANET). Beuta chopmymnupoBana
MaTeMaTH4ecKasi IMOCTaHOBKAa NMPOOJIeMbl MOMCKA palroHanbHOM Tomosmorun WSN ¢ HCHonb30BaHHEM OECHUIOTHBIX
neratenbHbIx armapaTtoB (BIIJIA), koTtopas cocTOMT W3 IMPOOIEMBI JOKAJIU3ALHMH CEHCOPOB B 30HE MOHHUTOPHHIA U
npobnemMs! sokanu3zanuu BITJIA peTpaHCIATOPOB B NIPOCTPAHCTBE I OPTaHU3AIUM CBSI3aHHOI CETH C HYXHBIMH
XapaKTEPUCTUKAMHU.

Iens wuccaenoBanmii. Ilenmpio cratem  sBisieTcst pa3paboTka HepapXHUECKOW MO
UHTEIJUIEKTYaIbHBIX areHTOB U1 pa3BUTHUS CUCTEMBI yrnpasieHus pagunocetsio MANET nnmun WSN.

Metoauka peanm3anuu. lcnosb30BalCh MaTeMaTHYECKHE METOJbI M alIrOpUTMBI (Teopust TrpadoB, METOIBI
BEKTOPHOM ONTHMH3AIUM, HEUYETKHE AJTOPUTMBI, aJTOPUTMBI JUHAMUYECKOTO MPOTPAMMHUPOBAHUS) U KOMIIBLIOTEPHOE
MOJEIIUPOBAHUE JIUISI ONIMUCAHUS UEePAPXUUECKOI MOIeIN UHTEIJIEKTYalIbHOU cucTeMsl ynpasiaeHusa st WSN u MANET.

Pe3yabTaThl nccaenoBanuii. HoBusna Moienn 3akiro9aeTcsi B MCIIOIB30BAaHUH TEOPHUH TpadoB It GOpMUPOBAHHUS
opmanbHOro onucanust GyHKIHOHAIBHBIX Tofcuctem cetu ICS (BepmmHbl rpad)a) ¥ MPOIECCOB UX B3aUMOACHCTBUS
(pebpa rpada). Hcrnosnp3oBaHHe MPENIOKEHHOW MOJENIM IO3BOJSET YCKOPUTh W CHCTEMAaTH3UPOBATh IPOLECC
MIPOEKTUPOBAHUS CETH C yIETOM UX (DYHKIMOHHUPYIOIIErO CPeAbl H HepapXUIeCKOr CTPyKTypsI ux ICS.

BeiBoabI. Mcrnonbp3oBaHHE TEXHOJOTMU MHTEUIEKTYaJbHBIX AareHTOB W MYJBTHAreHTHBIX CHCTEM I103BOJISIET
MHUHHUMH3HUPOBATE TpauK cepBrca 1 6oiree 2 (PEKTUBHO HCTIOIH30BaTh CETEBEIC U Y3JIOBBIE PECYPCHI.

KuroueBble ciioBa: WSN; MANET; BIIJIA; ynpaBieHnue; arer.

B3aUMOJE€HUCTBHUS





